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1.0 Introduction

1.1 Motivation

The problem of speaker identification is an area with many different
applications. The most practical use can be found in applications dea
with security, surveillance, and automatic transcription in a multi-spea
environment.

Speaker identification is a difficult task, and the task has several differ
approaches. The state of the art for speaker identification techniques
include dynamic time warped(DTW) template matching, Hidden Mark
Modeling(HMM), and codebook schemes based on vector quantiza-
tion(VQ)[2]. In this project, the vector quantization approach will be
used, due to ease of implementation and high accuracy [7].

1.2 Background

In order to implement the text-independent speaker ID system, one m
go through several steps, including feature extraction, feature match
and finally, identification of the speaker. Feature extraction is a meth
that takes a small amount of data from the voice signal which can late
used to generate a representation of each speaker. Feature matchin
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involves the actual procedure of using vector quantization to identify 
speaker according to the characteristics of the known speakers. We 
discuss each procedure in detail in later sections.

1.3 Goals

The goal of this project is to develop and implement an text-independ
speaker identification system. The system should be able to identify
speakers based on the different voice characteristics of each of the kn
speakers. This identification should be accomplished regardless of th
sentence spoken.

2.0 Feature Extraction

2.1 Introduction

Feature Extractionis the means by which speech data is reduced to mu
smaller amounts of data which represent the important characteristic
the speech. Many varieties of features can be used for speech proces
such as LPC coefficients, Mel Cepstrum, spectrograph, and others. L
coefficients are perhaps the best known and most popular, and these
be used in this project.

2.2 LPC Coefficients

Speech can be (and often is) modeled by a series of pulses from the
ynx, passing through an all-pole transfer function representing the ef
of the vocal tract on the waveform [6].Linear Prediction Coefficients, or
LPC, represent the specific locations of the poles of the transfer func
(see EQ 1), and can be efficiently computed. Specifically, LP coefficie
are the result of attempting to predict each speech sample as a linea
combination of a certain number of previous samples. The weights u
in this combination are the coefficients.

(EQ 1)

The LP coefficients are typically adaptively computed for short time
intervals over which time invariance is assumed [4]. These frames ar
usually between 10ms and 30ms long, and usually windowed by a H
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ming window or a similar windowing function. The two computation
methods, known as theautocorrelation method and thecovariance
method both attempt to minimize the mean-square value of the estim
tion error, given by

(EQ 2)

The autocorrelation method is the most common approach to determin
the LP coefficients. The autocorrelation ofs(n)is defined asrs(k) in Eq 3.
and the predictor coefficients can be found by solving the matrix in Eq
[4].

(EQ 3)

(EQ 4)

This matrix equation can be efficiently solved via theLevinson-Durbin
Recursion.

2.3 Other Features

The LP coefficients can be further transformed to improve accuracy o
classification. One popular transformation producesCepstral Coeffi-
cients, which are defined as the inverse FFT of the logarithm of the F
of the LP coefficients. These coefficients have been shown [1] to prov
the best results in a speaker identification application, as they are co
ered to be uncorrelated. The actual FFTs do not need to be explicitly
computed, as there exists a recursive formal for this computation, giv
as [4]

(EQ 5)

The cepstral coefficients can further be weighted to emphasize certa
coefficients and de-emphasize others. This process is known asliftering
and also helps reduce the effects of noise. One approach uses simp
ear weighting, also known asfrequency liftering. A more complex
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approach uses a raised sine window. This is calledbandpass liftering
(BPL) and is defined as:

(EQ 6)

2.4 Implementation

The voice data is sampled at 16000 Hz, and is split up into frames of 2
samples, which corresponds to 15ms. The frames overlap by 80 sam
meaning there is a frame every 10ms. Each frame is run through a sim
filter with transfer function

(EQ 7)

for the purpose of pre-emphasizing the high frequencies of the spee
The frame is then multiplied by a Hamming window, and 12th order LP
autocorrelation analysis is run on it.

3.0 Speaker Classification

3.1 Introduction

In a speaker identification system, each speaker must be uniquely re
sented in an efficient manner. The means to do this is calledvector quan-
tization. Vector quantization is a process of mapping vectors from a lar
vector space to a finite number of regions in that space. The data is 
significantly compressed, yet still accurately represented. Without qu
tizing the feature vectors, the system would be too large and comput
tionally complex. In a speaker recognition system, the vector space
contains a speaker’s characteristic vectors, which are obtained from 
feature extraction described above. After vector quantization takes pla
only a few representative vectors remain, collectively known as that
speaker’scodebook. The codebook then serves as a delineation for the
speaker, and is used when training a speaker in the system.

3.2 Vector Quantization

In our system, we are quantizing about 1200 feature vectors down to
codebook vectors. These vectors are individually known ascentroid vec-
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tors. Ideally, a centroid vector should represent a cluster of feature ve
tors. The goal is to obtain 128 vectors such that the overall distortion
(Euclidean distance) from each feature vector to its nearest centroid 
the vector space is minimized. With minimal distortion, an accurate r
resentation of the speaker can be obtained.

3.3 Codebooks

There are several different approaches to finding an optimal codebook
a speaker. The idea is to begin with a vector quantizer and a codebo
and improve upon the initial codebook by iterating until the optimal o
is found. The major problem was generating the initial codebook of 1
vectors.

3.3.1 Binary Splitting
The first method we tried is calledbinary splitting. One begins with one
centroid vector, which is the centroid for the entire set of training vecto
From there the centroid is split into two by multiplying the vector by ce
tain factors. The new large codebook is optimized according to thek-
means algorithm described below. The process is repeated until the s
desired is obtained. We used the mean of each vector dimension to c
up with the first centroid. Then we multiplied that centroid by two fac-
tors, (1+e) and(1-e), to get the two new centroids.e is usually in the
range of 0.01 to 0.05. Then we used the k-means algorithm (see below
get the best set of centroids for the split codebook. These steps were
repeated until a 128-vector codebook was obtained. We found that th
method returned a very poor representation of the speaker’s feature 
tors, even after optimization [3].

Our next attempt was simply to choose 128 random vectors from the
ture set and optimize those iteratively. This method is calledrandom cod-
ing, and was found to be much more effective than binary splitting.

3.3.2 Optimization with K-means

We selected the iterative improvement algorithm known ask-means(also
known as the LBG or the generalized Lloyd algorithm). Given a set oI
training feature vectors, {a1, a2,...,aI} characterizing the variability of a
speaker, we want to find a partitioning of the feature vector space, {S1,
S2,..., SM}, for that particular speaker where S, the whole feature space
represented as S = S1 U S2 U...U SM. Each partition, Si, forms a nonover-
lapping region and every vector inside Si is represented by the corre-
Text-Independent Speaker Identification 5 of 8



Speaker Classification

fea-
ion

de-
ted

en

he
y

nated
tors
d

s of
em

n
ker’s
test
h
r
 the
sponding centroid vector,bi, of Si [3]. Each iteration of k-means moves
the centroid vectors such that the accumulated distortion between the
ture vectors is lessened. The more iterations you run, the less distort
you should have.

The algorithm takes each feature vector and compares it to every co
book vector which are closest to each. That distortion is then calcula
for each codebook vectorj as:

(EQ 8)

wherev are the vectors in the codebook andt is the training vector[11].
The minimum distortion value is found among all measurements. Th
the new centroid of each region is calculated. Ifx is in the training set,
andx is closer tovi than to any other codebook vector, assignx to Ci. The
new centroid is calculated as whereCi is the set of vectors in the training
set that are closer tovi than to any other codebook vector [8]. The next
iteration will recompute the regions according to the new centroids. T
total distortion will now be smaller. Iteration continues until a relativel
small percent change in distortion is achieved.

3.4 Training

Each speaker records several training sentences, which are concate
and from which features are extracted. The accumulated feature vec
are used to generate a codebook according to the algorithm describe
above. This codebook is used for identification.

3.5 Matching

The speaker identification system works by taking the feature vector
an arbitrary input from one of the trained speakers and comparing th
with all the codebooks in anexhaustive search. First, feature extraction is
applied to the unknown speaker’s input sample. Then, for each know
speaker, each vector from the test utterance is quantized to that spea
codebook, and the distortion involved in doing so is saved. The entire
utterance is evaluated this way, and the sum of the distortions of eac
frame represent the quality of the match. This process is repeated fo
each speaker, and the one with the least total distortion is chosen as
speaker [3].
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4.0 Testing

4.1 Testing

To test our system, we used MatLab. From our large dataset, we divi
it into two partitions.  One partition is used to train the system and th
other partition is used to verify the system. The results of the can be s
from the graphs in our presentation slides.  In addition, we came to t
conclusion that feature extraction of the dataset was successful due to
smaller number of data points on the graphs generated by MatLab.

4.2 Results

The overall implementation of the speaker identification system was v
interesting.  The MatLab implementation of feature extraction  was v
straight forward. This was due to our knowledge of the MatLab softwa
The results can be found in our presentation slides.

After the MatLab implementation was done, we attempted to model t
speaker system with Ptolemy.  We decided to model the feature extr
tion using a synchronous dataflow model.  The overall system can be
found in our presentation slides.  But in a nutshell, we used stars tha
were available in the SDF domain and connected them together and
attempted to code the stars up for our application.  Due to our lack o
experience with Ptolemy, we were not succesful to  obtain any subst
tial results.

5.0 Conclusions

The vector quantization approach to speaker identification is an effic
and accurate approach to the problem. The accuracy rate could be
improved by some of more complex voice features mentioned above
Overall, the system meets the original goals.
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