EE 445S

Real-Time Digital Signal
Processing Laboratory

Prof. Brian L. Evans

Dept. of Electrical and Computer Engineering
The University of Texas at Austin
Austin, TX 78712

bevans@ece.utexas.edu
http://www.ece.utexas.edu/~bevans

Spring 2014


http://www.ece.utexas.edu/~bevans




N = O

ok ow

8.
9

10.
11.
12.
13.

14,
15.

16.
17.
18.
19.

Table of Contents

Introduction

Sinusoidal Generation
Introduction to Digital
Signal Processors
Signals and Systems
Sampling and Aliasing
Finite Impulse Response
Filters

Infinite Impulse Response
Filters

Interpolation and Pulse
Shaping

Quantization
TMS320C6000 Digital
Signal Processors (DSPs)
Data Conversion — Part |
Data Conversion — Part ||
Channel Impairments
Digital Pulse Amplitude
Modulation (PAM)
Matched Filtering
Quadrature Amplitude
Modulation (QAM)
Transmitter

QAM Receiver

Fast Fourier Transform
DSL Modems

Analog Sinusoidal Mod.

20.
21.

22.
23.
24,
25.

Wireless OFDM Systems
Spread Spectrum
Communications

Modern DSPs

Native Signal Processing
Algorithm Interoperability
System-level Design

26. Review for Midterm #2
Handouts

A.  Course Description

B. Instructional Staff/Resources
C. Learning Resource Center
D. Matlab

E. Convolution Example

F. Fundamental Theorem of

NTOTVOZIMrA=TTIO

Linear Systems

Raised Cosine Pulse
Modulation Example
Modulation Summary
Noise-Shaped Feedback
Sample Quizzes

Direct Sequence Spreading
Symbol Timing Recovery
Tapped Delay Line on C6700
All-Pass Filters

QAM vs. PAM

Four Ways To Filter

Intro to Fourier Transforms
Adding Random Variables

Italics means available on Web only at http://www.ece.utexas.edu/~bevans/courses/rtdsp







EE445S Real-Time DSP Lab: Lecture & Lab

This course is a four-credit course, with three hours of lecture and three hours of lab scheduled
per week.

For spring 2014, lecture will be held in ETC 5.148 on Mondays, Wednesdays, and Fridays from
11:00 am to 12:00 pm, beginning Jan. 13th and ending May 2nd. The laboratory sessions will be
held in ENS 252B on Mondays, Tuesdays, Wednesdays, and Fridays from Jan. 21st to May 2nd.

This course does not require a semester project nor does it have a final examination. Final grades

will consist of pre-lab quizzes, laboratory reports, homework assignments and exams. Exams
will be based on material covered in lecture, homework assignments, laboratory sessions and
reading assignments.

All lecture slides (13 MB) and the course reader (18 MB) are available for Spring 2014.

For the first half of the semester, the weekly schedule of lecture and lab topics follows. Reading
assignments are also given, where JSK means Johnson, Sethares and Klein, Software Receiver
Design, and WWM means Welch, Wright and Morrow, Real-Time Digital Signal Processing.

Week Monday Wednesday Friday Lecture Lab Reading
Lecture Lecture
Jan Sinusoidal Wednesday: JSK ch. 1
13ﬂ'] Introduction Introduction Generation NONE Friday: JSK 2.1-2.7
- Reader handouts A-D & R
DR. MARTIN ||. . Discussion of . |[Tuesday: Pre-lab Reading
Jah ILuTHER SISOl omeyork o ITOCUCHOMwednesday: JSK 2.8-2.16
KING DAY solutions — Friday: JSK 3.1-3.4
Monday: Pre-lab Quiz
3an. lIsignals and Signals and Discussion of Sine Wave Wednesday: JSK 3.5-3.8 and
27”'] S_gsteT S gstems homework #1 Generation |[BPP: A2,A4,G1&G.2
2ystems y solutions — —— |[Friday: JSK 4.1-4.6, and
Reader handouts E & F
Feb. 4’3—2:8“%:]2 ulse Finite Impulse E(;i?:vsz??;zf Sine Wave ([Monday: JSK 7.1-7.2
3rd mEsDonse Response Filters . Generation |[[Wednesday: JSK app. F
Filters solutions
Feb. E‘:S';%rl]rszpmse Finite Impulse g‘;r?tilljcst;ogatlo Digqital Monday: Pre-lab Quiz
10th Filters Response Filters _g—g_Processors (DSPS) Filters Friday: Reader handout N
Feb. |[Introduction to |[Infinite Impulse ||Infinite Impulse ||Digital Wednesday: Reader handout
17th||[DSPs Response Filters||Response Filters ||Filters @)
Feb. [|Discussion of  |[Infinite Impulse ||Infinite Impulse ||Digital Friday: JSK 5.1-5.2, 6.1-6.3
24th{jhomework #3  ||Response Filters||Response Filters ||Filters and A.3; Reader handout H
Mar. Sa_mg_llng and Sa_mp_llng and Midterm #1 D_|g|tal Monday: JSK 6.4
3rd |[|Aliasing Aliasing - Filters
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For the second half of the semester, the weekly schedule of lecture and lab topics follows.

Monday Wednesday ||Friday .
Week Lecture Lecture Lecture Lab Reading
: . . : Monday: Pre-lab Quiz
Mar. Interpolation fInterpolation D'SC.USSIOn Data Wednesday: JSK 5.3-5.4, 8.1-8.5, and
and Pulse and Pulse of midterm
17th Shain Shain 41 solutions Scramblers Reader handout |
=naping ping Friday: JSK 9.1-9.4 and app. B & E
- . . Monday: Pre-lab Quiz
Mar.|[Channel leltﬁ![uPduelse 3‘;%“;2'\,32rk %itude Wednesday: JSK 11.1-11.6 and app. C
24th ||Impairments _piModulation 44 solutions _piModulation Friday: JSK 10.1-10.4, and Reader
- — ||[handout M & S
Mar Digital Pulse Matched Discussion ([Pulse Monday: JSK 13.1-13.3
31stl Amplitude Filtering of homework||Amplitude Wednesday: JSK 12.1-12.4
Modulation |f-=1nd #5 solutions |[Modulation  ||Friday: JSK 16.1-16.2
Pulse Monday: JSK 16.3-16.6
AJ;:' E’:ﬁtg"ﬁd Mﬁgﬁ?ﬁd ';’I'ﬁfr?ﬁd Amplitude  |[Wednesday: JSK 16.7-16.11
g g g Modulation Friday: Reader handout P
Quadrature
Apr.|QAM QAM QAM -  Dra. :
14th|[Transmitter | Transmitter |[Receiver A—mM Monday: Pre-lab Quiz
Modulation
Quadrature .
Apr. L ... ||Data - Monday: Reader handout J
21st Quantization | Quantization Conversion A_mm Friday: JSK ch. 7 & app. D
Modulation
Apr.|[Data . . Guitar Special ) ) )
28th||Conversion Review Midterm #2 Effects Monday: Pre-lab Quiz

The following lectures are not scheduled to be presented this semester:

« TMS320C6000 DSP

Advanced Data Conversion

Fast Fourier Transform

DSL Modems
Analog Sinusoidal Modulation

Wireless OFDM Systems

WIiMAX
Spread Spectrum Communications

Modern DSP Processors

Native Signal Processing

Algorithm Interoperability

System-level Design

Synchronization in ADSL Modems

e Wireless 1000x
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EE445S Real-Time Digital Signal Processing Laboratory - Overview

Prof. Brian L. Evans

This undergraduate elective is an introduction to the analysis, design, and implementation of embedded
real-time digital signal processing systems. "Real-time" means guaranteed delivery of data by a certain
time. "Embedded" means that the subsystem performs behind-the-scenes tasks within a larger system.
These tasks are often tailored to an application, e.g. speech compression/decompression for a cell phone.

Traditionally, users do not directly interact with the embedded systems in the product. For example, a
modern cell phone contains several embedded systems, including processors, memory systems, and
input/output systems, but the user interacts with the cell phone through the touchscreen and/or voice
commands. As another example, a PC contains several embedded digital systems, including the disk
drive, CD/DVD player, video processor, and wireless LAN system. Embedded systems range from a
system-on-chip to a board to a rack of computing engines to a distributed network of computing engines.

The application space for embedded systems includes control, communication, networking, signal
processing, and instrumentation. High-volume products in units shipped worldwide in 2012 include

e 1750M cell phones

350M PCs/laptops

115M DVD/Blu-ray players

100M digital still cameras
75M DSL/VDSL modems
70M cars/light trucks
34M video game consoles

High-end cars now have more than 150 embedded processors in them. More than two billion products are
sold each year with multiple embedded digital signal processing systems in them. In fact, there are more
embedded programmable processors in the world than people.

Texas is a worldwide epicenter for microprocessors for control, signal processing, and communication
systems. In 2007, Texas Instruments (Dallas, TX) and Freescale (Austin, TX) have 64% and 12%,
respectively, of the $8B embedded programmable digital signal processor market. Their digital signal
processors were developed, and are still being developed, in Texas. Near three-fourths of all digital signal
processors are used in wireless systems for both cellular and data networks. Texas Instruments and
Freescale are also market leaders in the embedded programmable microcontroller market, esp. for the
automotive sector. In addition, Qualcomm and Cirrus Logic have developed several generations of
programmable digital signal processors in Austin, Texas, for cell phones and audio systems, respectively.
To boot, Austin is a worldwide leader in ARM-based digital VLSI design centers.

Through this undergraduate elective, | hope that students gain an intuitive feel for basic discrete-time
signal processing concepts and how to translate these concepts into real-time software using digital signal
processor technology. The course will review some of the mathematical foundations of the course
material, but emphasize the qualitative concepts. The qualitative concepts are reinforced by hands-on
laboratory work and homework assignments.

In the laboratory and lecture, the course will cover


http://users.ece.utexas.edu/~bevans/

» digital signal processing: signals, sampling, filtering, quantization, oversampling, noise shaping,
and data converters.

o digital communications: Analog/digital modulation, analog/digital demodulation, pulse shaping,
pseudo-noise sequences, ADSL transceivers, and wireless LAN transceivers.

o digital signal processor architectures: Harvard architecture, special addressing modes, parallel
instructions, pipelining, real-time programming, and modern digital signal processor
architectures.

In particular, we will discuss design tradeoffs between implementation complexity and signal
quality/communication performance.

In the laboratory component, students implement transceiver subsystems in C on a Texas Instruments
TMS320C6748 floating-point dual-core programmable digital signal processor. The C6000 family is used
in DSL modems, wireless LAN modems, mobile wireless basestations, and video conferencing systems.
For professional audio systems, the C6700 floating-point sub-family empowers guitar effects and
intelligent mixing boards. Students test their implementations using rack equipment, Texas Instruments
Code Composer Studio software, and National Instruments LabVIEW software. A voiceband transceiver
reference design and simulation is available in LabVIEW.

In addition to learning about voiceband modem design in the lab and lecture, students will also learn in
lecture about the design of modern analog-to-digital and digital-to-analog converters, which employ
oversampling, filtering, and dithering to obtain high resolution. Whereas the voiceband modem is a single
carrier system, lectures will also cover modern multicarrier modulation systems, esp. asymmetric digital
subscriber line (ADSL) and wireless LAN systems. In particular, we discuss the data transmission
subsystems in ADSL and wireless LAN transceivers. Last, we spend several lectures on digital signal
processor architectures, esp. the architectural features adopted to accelerate digital signal processing
algorithms.

For the lab component, | chose a floating-point DSP over a fixed-point DSP. The primary reason was to
avoid overwhelming the students with the severe fixed-point precision effects so that the students could
focus on the design and implementation of real-time digital communications systems. That said, floating-
point DSPs are used in industry to prototype algorithms, e.g. to see if real-time performance can be met. If
the prototype is successful, then it might be modified for low-volume applications or it might be mapped
onto a fixed-point DSP for high-volume applications (where the engineering time for the mapping can
potentially be recovered).

A UT undergraduate ECE student who took the real-time DSP laboratory course in Fall 1999 and
graduated in May of 2000 wrote the following about the course in August 2000:

"... keep that real-time DSP lab as good as it was when | took it. | have to say, that lab was the best class |
took at UT. It is close enough to the cutting edge of technology that you can hold a conversation with
someone from industry and actually contribute useful ideas. 345L is a close second. Good work."

A UT undergraduate BME student who took the real-time DSP laboratory course in Spring 2009 wrote
the following about the course in June 2009:

"l wanted to thank you for teaching the EE 445S course this last spring semester (Spring 09). | got my
summer internship based on my experience in the EE 445S lab and the whole course. | am told that
[Company X] has never hired any Biomedical Engineering student before, but because of this course | got
the opportunity to be the first BME student in this company."
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Instructional Staff

» Prof. Brian L. Evans
Conductsresearch in digital communication,
digital image processing & embedded systems
Past and current projects on next two slides
Office hours: M 12:00-12:30pm, W 12:00-12:30pm,
TH 12:30-2:30pm (ENS 433B)
Coffeehours F 12:00-2:00pm starting Jan. 17th

» Teaching assistants (lab sections/office hours below)

Mr. Chao Jia Ms. Zeina Sinno
W & F lab sections M & T lab sections
TH 3:30-5:30pm W 3:00-4:30pm

F  9:30-10:30am TH 5:30- 7:00pm =

« Instructional staff

Outline

» Real-time digital signal processing

« Course overview

« Communication systems

« Single carrier transceiver

« Multicarrier transceivers

« Conclusion

Instructional Staff

0-2

""" ~ Completed Research Projects

21 PhD and 9 MS alumni

System Contribution SW release| Prototype Funding
ADSL equalization Matlab DSP/C Freescale, Tl
2x2 testbed LabVIEW | LabVIEW/PXI Qil&Gas
Wimax/LTE | resource alloc. LabVIEW DSP/C Freescale, Tl
Underwater | space-time comm. Matlab Lake Travis UT Applied
comm. large rec. arrays testbed Res. Labs
Camera image acquisition Matlab DSP/C Intel, Ricoh
Display image halftoning Matlab C HP, Xerox
video halftoning Matlab C Qualcomm
Elec. design | fixed point conv. Matlab FPGA Intel, NI
automation | gisyributed comp. | LinuxC++ | Nawy sonar Navy, NI

DSP Digital Signal Processor

FPGA Field Programmable Gate Array
LTE Long-Term Evolution (cellular) PXI PCI Extensions for Instrumentation
0-4



ESPL Instructional Staff

~  Current Research Projects

9 PhD students

System Contributions SW release | Prototype Funding
Powerline |interference reduction; LabVIEW | Freescale, Tl | Freescale,
comm. testbeds modems 1BM, Tl
Wi-Fi interference reduction Matlab NI FPGA Intel, NI

time-based analog-to- IBM 45nm

digital converter TSMC 180nm
Cellular cloud radio access net. Matlab Huawei
(LTE) baseband compression
Handheld |reducing rolling shutter Matlab Android T
camera artifacts
EDA reliability patterns NI

EDA Electronic Design Automation
LTE Long-Term Evolution (cellular)

Course Overview

FPGA Field Programmable Gate Array
TSMC Taiwan Semicond. Manufac. Corp.

0-5

» Objectives
Buildintuitionfor signal processing concepts
Explore design tradeoffs in signal quality vs.

Measures of
signal quality?
Implementation

complexity?

implementation complexity

+ Lecture: breadth (3 hours/week)

Digital signal processing (DSP) algorithms =

Digital communication systems

Digital signal processor (DSP) architectures 2

» Laboratory: depth (3 hours/week) 10°
Translate DSP concepts into software
Design/implement data transceiver
Test/validate implementation

ADSL receiver design: bit rate
(Mbps) vs. multiplications

in equalizer training methods
[Datafrom Figs. 6 & 7 in B. L. Evans et al.,
“Unification and Evaluation of Equalization
Structures...”, IEEE Trans. Sig. Proc., 2005]

Real-Time Digital Signal Processing

* Real-time systems [prof. Yale Patt, UT Austin]
Guarantee delivery of data by a specific time
. Signal processing [http://mww.signal processingsociety.org]

Generation, transformation, extraction, interpretation of
information

Algorithms with associated architectures and implementations
Applications related to processing information

+ Embedded systems E

Perform application-specific tasks
Work “behind the scenes” (e.g. speech compression)

Course Overview

Pre-Requisites and Co-Requisites

* Pre-Requisites
Introductionto Programming: C programming, arrays
and circular buffers, asymptotic analysis

Signals & Systems: convolution, transfer functions, [ e
frequency responses, filtering -

Intro.to Embedded Systems: assembly and C languages,
microprocessor organization, quantization @

» Co-Requisites y
Probability: Gaussianand uniform distributions, sum of ”
random variables, statistical independence, random -3

processes, correlation
Engineering Communication: technical writing ><

0-8



Course Overview

Detailed Topics

« Digital signal processing algorithms/applications
Signals, convolutionand sampling (signals & systems)
Transfer functions & freg. responses (signals & systems) E
Filter design & implementation, signal-to-noise ratio
Quantization (embedded systems) and data conversion

« Digital communication algorithms/applications
Analog modulation/demodulation (signals & systems)
Digital modulation/demodulation, pulse shaping, pseudo noise
Signal quality: matched filtering, bit error probability ‘IT_

« Digital signal processor (DSP) architectures 0 "'
Assembly language, interfacing, pipelining (embedded systems)
Harvard architecture, addressing modes, real-time prog.

Course Overview

Required Textbooks

Software Receiver Design,
Oct. 2011
Design of digital k.
communication systems ."
Convert algorithms into Rick Johnson Bill Sethares Andy Klein
Matlab simulations (Cornell)  (Wisconsin)  (WPI)

Real-Time Digital Signal
Processing from Matlab
to C with the TMS320C6x
} DSPs, Dec. 2011
Thad Welch ~ Cameron  Michael Matlab simulation

(Boise State) Wright Morrow Mapping algorithms toC
(Wyoming) (Wisconsin) o1

Course Overview

Digital Signal Processors In Products

ﬁ q IP phone

Smart power meters

IP camera
Consumer audio

Video conferencing DSL modems

In-car entertainme nt
Mixing LA -
board & :t.’ 5

Amp
. . .
Pro-audio Multimedia Communications

0-10

Course Overview

Supplemental (Optional) Textbooks

¢ J.H. McClellan, R. W. Schafer & M. A. Yoder,

DSP First: A Multimedia Approach, 1998 [ Rr. schafer’s

DSP theory and algorithms at sophomore level Ak el
seminal for

Demos: http://users.ece.gatech.edu/~dspfirst/ DSP theory

» B.P. Lathi, Linear Systems & Signals, or
M. J. Roberts, Signals and Systems, or %
Oppenheim & Willsky, Signals and Systems ;1
Textbook for pre-requisite signals & systems course
 Steve Smith, The Scientist and Engineer’s
Guide to Digital Signal Processing, 1997
Available free online: http://www.dspguide.com




Course Overview

Related BS ECE Technical Cores

Signal/image processing Communication/networking

Real-Time Dig. Sig. Proc. Lab Real-Time Dig. Sig. Proc. Lab
Digital Signal Processing Digital Communications
Introductionto Data Mining Wireless Communications Lab
Digital Image & Video Telecommunication Networks
Processing Embedded Systems

Courseswith the highest Embedded & Real-Time Systems
workloadat UT Austin? Real-Time Dig. Sig. Proc. Lab
Undergraduate students may Digital System Design (FPGAs)

Computer Architecture
Introductionto VLSI Design

take grad courses upon request
and at their own risk ©

0-13

Course Overview

Grading

* 14% homework — eight assignments (drop lowest)
Strengthen theory and analysis
Translate signal processing concepts into Matlab simulations
Evaluate design tradeoffs in signal quality vs. complexity

* 5% pre-lab quizzes — for labs 2-7 (drop lowest)
10 questions on course Blackboard site taken individually

* 39% lab reports — for labs 1-7 (drop lowest)
Work individuallyonlabs 1 and 7
Work in team of two on labs 2-6 and receive same base grade
Attendance/participation in lab section required and graded

» Course ranks in graduate school recommendations
0-15

Course Overview

Grading

» Calculation of numeric grades
21% midterm #1
21% midterm #2

14% homework (drop lowest grade of eight)
5% pre-lab quizzes (drop lowest grade of six)
39% lab reports (drop lowest grade of seven)

e 21% for each midterm exam

Average GPA
has been ~3.1

MyEdu.com

No final

exam

Focuson design tradeoffs in signal quality vs. complexity
Based on in-lecture discussion and homework/lab assignments
Open books, open notes, open computer (but no networking)
Dozens of old exams (most with solutions) in course reader
Test dates on course descriptor and lecture schedule

Course Overview

Maximizing Your Numeric Grade

» Attend every lecture

Most important informationnot | Lowest
onslides [fall 2010 student] Grades

» Complete every homework

» Submit only your own work

Independent solutionson all

homework assignments, lab 1/7
reports and all pre-lab quizzes

Lab team on lab 2-6 reports

Cite sources for all other work

Spring 2011

Lecture | Zeroson

Absences | homework
55.13 10 6
68.12 10 6
73.96 0 0
74.43 5 4
74.80 12 2
74.90 2 1
75.89 6 2

“In May 2006, William Swanson, CEO of Raytheon ... was docked approximately
US $1 million in pay by the company after it was revealed he had plagiarized 16 of

the 33 rules in his popular 2004 book, Swanson's Unwritten Rules of Management.”

[Sept. 8, 2006, issue of IEEE's The Institute electronic newsletter]




Communication Systems

Communication System Structure

« Information sources
Voice, music, images, video, and data (message signal m(t))
Have power concentrated near DC (called baseband signals)
» Baseband processing in transmitter
Lowpass filter message signal (e.g. AM/FM radio)

Digital: Add redundancy to message bit stream to aid receiver
in detecting and possibly correcting bit errors

_i,| Baseband Carrier Transmission Carrier Baseband
m(t): | Processing Circuits Medium Circuits Processing |:m(t)
s(t)

r(t)

TRANSMITTER CHANNEL RECEIVER

Communication Systems

Communication System Structure

+ Channel —wired or wireless
Propagating signals spread and attenuate over distance
Boosting improves signal strength and reduces noise

» Receiver
Carrier circuits downconvert bandpass signal to baseband
Baseband processing extracts/enhances message signal

Baseband Carrier Transmission Carrier Baseband
m(t): | Processing Circuits Medium Circuits Processing |im(t)
s(t)

TRANSMITTER

'

CHANNEL " RECEIVER

Communication Systems

Communication System Structure

« Carrier circuits in transmitter
Upconvert baseband signal into transmission band

Flo) V(0 + o) (@) wEw-w
[T, ] ]
@
o 0 o -y + o 0 - ay + o
Baseband signal o Upconverted signal ~ ®

Then apply bandpass filter to enforce transmission band

Baseband Carrier Transmission Carrier Baseband
Processing Circuits Medium Circuits Processing |: m(t)
S()

r(t)

TRANSMITTER CHANNEL RECEIVER

Single Carrier Transceivers

Single Carrier Transceiver Design

.

« Design/implement transceiver y
Design different algorithms for each subsystem
Translate algorithms into real-time software
Test implementations using signal generators & oscilloscopes

Laboratory

Transceiver Subsystems

1 introduction

2 sinusoidal generation

3(a) finite impulse response filter
3(b) infinite impulse response filter

4 pseudo-noise generation

5 pulse amplitude mod/demodulation
6 quadrature amplitude mod (QAM)
7 digital audio effects

block diagram of transmitter
sinusoidal mod/demodulation
pulse shaping, 90° phase shift
transmit and receive filters,
carrier detection, clock recovery
training sequences
training during modem startup
data transmission
not applicable




Single Carrier Transceivers

Lab 1: QAM Transmitter Demo

I;?aabt: http:/mww.ece.utexas.edu/~bevans/courses/realtime/demonstration

e LabVIEW demo by Zukang Shen (UTAustin) [fuh o pesend)

Multicarrier Transceivers

Got Anything Faster?

» Multicarrier modulation divides broadband
(wideband) channel into narrowband subchannels
Uses Fourier series computed by fast Fourier transform (FFT)
Standardized for ADSL (1995) & VDSL (2003) wired modems
Standardized for IEEE 802.11a/gwireless LAN
Standardized for IEEE 802.16d/e (Wimax) and cellular (3G/4G)

magnitude

requency

Each ADSL/VDSL subchannel is 4.3 kHz wide (about
width of voiceband channel) and carries a QAM signal 0-23

Single Carrier Transceivers

Lab 1: QAM Transmitter Demo
LabVIEW Fj"‘“mfﬁ* PR

contr(l)l e OTNY
% I e baseband
004 i
e signal
Eye | v
diagram e o, aem0.7S
| sqrt raise cosine, 3 &=0.5
l | st 13k cosine, afa=0.25
I | _mwresecne sfes0i2s e o B
LabVIEW demo by Zukang Shen (UT Austin)

iE W |||“ lNﬂj il;‘lll'”w‘dlfly}‘

Conclusion
» Objectives -
e . . Plug into
Buildintuitionfor signal processing concepts networklof
Translate signal processing concepts into 1,400+ course
real-time digital communications software alumni

» Deliverables and takeaways

Tradeoffs of signal quality vs. implementation complexity
Design/implement voiceband transceiver in real time
Test/validate implementation All software/hardware
Role of technology used lead in usage in
Matlab for algorithm development ~ |their respective markets
TI DSPs and Code Composer Studio for real-time prototyping
LabVIEW for test and measurement

0-24



EE 445S Real-Time Digital Signal Processing Lab Spring 2014

Generating Sinusoidal Signals

Prof. Brian L. Evans
Dept. of Electrical and Computer Engineering
The University of Texas at Austin

Lecture 1 http://www.ece.utexas.edu/~bevans/courses/rtdsp

Bandwidth

Bandwidth

» Non-zero extent in positive frequencies

Ideal Lowpass Spectrum Ideal Bandpass Spectrum

NN
4, h 6 f

Bandwidth fz Bandwidth W =f, —f;

Frax fna

 Applies to continuous-time & discrete-time signals
* In practice, spectrum won’t be ideally bandlimited
Thermal noise has “flat™ spectrum from 0 to 1015 Hz
Finite observation time of signal leads to infinite bandwidth

¢ Alternatives to “non-zero extent”?
13

1/23/2014

Outline

» Bandwidth
« Sinusoidal amplitude modulation

 Sinusoidal generation

» Design tradeoffs

Bandwidth

Lowpass Signal in Noise

. - 2 Lowpass Spectrum
How to determine f, in Noise

Apply threshold and eyeball it
-OR- SN

Estimate f,,,. that captures certain
percentage (say 90%) of energy Idealiszed tLowpass
o (e pectrum .
min _[0 H(f)[*df >0.9 Energy approximate
o 2 ]
where Energy = L [H()|"df o

In practice, (a) use large frequency in place of «o and
(b) integrate a measured spectrum numerically

| Baseband signal: energy in frequency domain concentrated around DC | 14




Bandwidth

Bandpass Signal in Noise

. Howto find f. and f,? Bandpass Spectrum In Noise
1 2°

Apply threshold and eyeball it ﬂ \ l 5
—_OR- P ) f
Assume knowledge of f, and

estimate f1 = fc — W/2 and Idealized Bandpass Spectrum

f, = f. + W/2 that capture

percentage of energy [\ m

Lt 2 4 L
min J‘fc%zw [H(f)"df >0.9 Energy
where Energy = _[:\H (f )\de and 0<W < 2f,

In practice, (a) use large frequency in place of o and
(b) integrate a measured spectrum numerically 15

Amplitude Modulation

Amplitude Modulation by Sine

=00 8@ Vo)-lxora)-Ixw0-0)

Assume X,(t) is an ideal lowpass signal with bandwidth @,
Assume @, << @, lower sidebands

Xy(@) § Xl + @) YD) iy -

%
[0y
@a-o ato
@ H
w0 o @ - @ -t o
@& %

Y,(w) has (transmission) bandwidth of 2w,

Y,(w) is imaginary-valued if X,() is real-valued

Demodulation: modulation then lowpass filtering
1-7

1/23/2014

Amplitude Modulation

Amplitude Modulation by Cosine

CVO=xMcos(@h) o)X (ora) X (o-0)

Assume x,(t) is an ideal lowpass signal with bandwidth @,
Assume @, << @, lower sidebands

Xy(®) | YXu(@ + @) Yi(@) \ sixy(o - a)
[ [ ] H "N
@ 0 @ - @
-a @

2]
-y 0 2 - - -a + @ @+ o

Y1 (w) has (transmission) bandwidth of 2w,
Y,(w) is real-valued if X,(w) is real-valued

» Demodulation: modulation then lowpass filtering
1-6

Amplitude Modulation

How to Use Bandwidth Efficiently?

 Send lowpass signals x,(t) () %,——
and x,(t) with @, = @, over Tl osm
same transmission bandwidth cos(a,t)
Called Quadrature Amplitude -

Modulation (QAM) X(t) —
Used in DSL, cable, Wi-Fi, and t
LTE cellular communications sin(w 1)

$(0)=3 (X, (@+ @)+ X,(0-0.)- 5 (X 0+0)-X,(0-0)

» Cosine modulated signal is orthogonal to sine

modulated signal at transmitter

Receiver separates x,(t) and x,(t) through demodulation ¢



Sinusoidal Generation

Lab 2: Sinusoidal Generation

» Compute sinusoidal waveform Ee=d
Function call
Lookuptable
Difference equation
» Output waveform off chip
Polling data transmit register
Software interrupts
Quantizationeffects in digital-to-analog (D/A) converter
» Expected outcomes are to understand
Signal quality vs. implementation complexity tradeoff
Interrupt mechanisms

Design Tradeoffs in Generating Sinusoidal Signals

Math Library Call in C

Uses double-precision floating-point arithmetic
No standard in C for internal implementation

» Appropriate for desktop computing

On desktop computer, accuracy is a primary concern, so
additional computationis often used in C math libraries

In embedded scenarios, implementation resources generally at
premium, so alternate methods are typically employed
. cosine function
Functiongs1_sf_cos_e infile specfunc/trig.c
Version 1.8 uses 11 order polynomial over 1/8 of period

20 multiply, 30 add, 2 divide and 2 power calculations per

output value (additional operations to estimate error)
1-11

1/23/2014

Design Tradeoffs in Generating Sinusoidal Signals

Sinusoidal Waveforms

» One-sided discrete-time cosine (or sine) signal with
fixed-frequency wqin rad/sample has form
cos(mgn) un]
» Consider one-sided continuous-time analog-
amplitude cosine of frequency f;, in Hz
cos(2n fyt) u(t)
Sample at rate of f, by substitutingt=nTs=n/f,
(1/Tg) cos(2 = (fo / fs) n) u[n]
Discrete-time frequency mq = 2 «t fo / f; in units of rad/sample
Example: fo = 1200 Hz and f; = 8000 Hz, 0, = 3/10 1t

* How to determine gain for D/A conversion? 110

Design Tradeoffs in Generating Sinusoidal Signals

Efficient Polynomial Implementation

* Use 11t-order polynomial
Direct formag X1+ a;px10 +ag X + ... + a
Horner's form minimizes number of multiplications
ap X +apx0+agx¥+ .. +ay=
(. (((AuXx+ap)x+agX...) +ag
» Comparison

Realization Multiply|  Addition| Memory

Operations| Operations Usage
Direct form 66 10 13
Horner’s form 11 10 12

112


http://www.gnu.org/software/gsl/

Design Tradeoffs in Generating Sinusoidal Signals

Difference Equation

« Difference equation with input x[n] and output y[n]
y[n]= (2 cos wg) y[n-1] - y[n-2] + X[n] - (cos wg) X[n-1]
Frominverse z-transform of z-transform of cos(wg n) un]

Impulse response gives cos(wg n) uln] Initial conditions
Similar difference equation for sin(wq n) u[n] areall zero
» Implementation complexity

Computation: 2 multiplicationsand 3 additions per cosine value

Memory Usage: 2 coefficients, 2 previous values of y[n] and
1 previous value of x[n]

» Drawbacks
Buildupin error as n increases due to feedback
Fixed value for mg s

Design Tradeoffs in Generating Sinusoidal Signals

Lookup Table

» Precompute samples offline and store them in table

» Cosine frequency @y=27 N/ L
Remove all common factors between integers N and L
Continuous-time period for cos(2 nt fot) is To =1 /1,
Discrete-time period for cos(2 = (N / L) n) is L samples
Store L samples in lookup table (N continuous-time periods)

Design Tradeoffs in Generating Sinusoidal Signals

Difference Equation

1/23/2014

« If implemented with exact precision coefficients

and arithmetic, output would have perfect quality

» Accuracy loss as n increases due to feedback from
Coefficients cos(mg) and 2 cos(wo) are irrational, except when
cos(wy) is equal to -1, -1/2,0, 1/2,and 1
Truncation/rounding of multiplication-addition results

» Reboot filter after each period of samples by
resetting filter to its initial state
Reduce loss from truncating/rounding multiplication-addition
Adapt/update w, if desired by changing cos(w,) and 2 cos(wo)

Design Tradeoffs in Generating Sinusoidal Signals

Design Tradeoffs

1-14

« Signal quality vs. implementation complexity in
generating cos(myn) u[ln] with @y=2nN/L

» Built-in lookup tables in read-only memory (ROM)
Samples of cos(0) and sin(6) at uniformly spaced values for 6
Interpolate values to generate sinusoids of various frequencies
Allows adaptation of @, if desired

Method MACs/ |ROM |RAM | Quality in | Quality in
sample | (words) | (words) | floating pt. | fixed point
C math 30 22 1 Second N/A
librarycall Best
Difference 2 2 3 Worst Second
equation Best
Lookup 0 L 0 Best Best
table

MAC Multiplication-accumulation

RAM Random Access Memory (writeable)

ROM Read-Only Memory
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Memory-register architecture

Prof. Brian L. Evans

Contributions by
Dr. Niranjan Damera-Venkata and
Mr. Magesh Valliappan Load-store architecture

Embedded Signal Processing Laboratory
The University of Texas at Austin
http://signal.ece.utexas.edu/ T 1

register on-chip
file memory

+ 1

= Embedded processors and systems

= Signal processing applications

= Tl TMS320C6000 digital signal processor
= Conventional digital signal processors

= Pipelining

m RISC vs. DSP processor architectures

= Conclusion

2-2

m Embedded systemworks
» On application-specific tasks
» “Behind the scenes” (litle/no direct user interaction)
= Units of consumer products shipped in 2012
> 1750M cell phonesT 75M DSL/VDSL modems l
» 350M PCs | 70M cars/light trucks 1
» 115M DVD/Blu-ray players 34M game consoles l
» 100M digital still cameras
= How many embedded processors are in each?
m How much should an embedded processor cost?

» 2011: average US prices were $73 for traditional cell phone
and $191 for digital still camera

» 2012: iPhone5 costs $749 (16GB) & $849 w/o contract

= Standalone app processors (Samsung)
= Integrated baseband-app processors (Qualcomm)

3Q12 Smart Phone ® Qualcomm iPhone5 (10+ cores)
App Proc Market ($3.88) - ‘S‘;?,?;j’"";’ «Touchscreen: Broadcom
(iPhone) (probably 2 ARM cores)
™ MediaTek | « Apps: Samsung
 {Android) (2ARM + 3 GPU cores)
roadcom N i h
(Android) «Audio: Cirrus Logic
H NVIDIA (1 DSP core + 1 codec)
(Android) <Wi-Fi-
= Others Wi-Fi: Broadcom
*Baseband: Qualcomm
«Inertial sensors:
Source: Cellular News, 11 Jan. 2013 STMicroelectronics

http:/mwww.cellular-news.com/story/58089.php -
“iPhone 5 Tear Down”

http:/iwww.ifixit.com/Teardown/iPhone-5-Teardown/10525/

2.4




= $2.3Bin tablets, $12.4B in smart phones, 2012

= $3.5Bin tablets, $16.1B in smart phones, 2013 (est.)
> 32% of revenue for all microprocessors sold in 2013 (est.)
[“Tablet and Cellphone Processors Offset PC MPU Weakness,” Aug 2013]

2012 Tablet App Proc Market H Apple

(107M Units) (Samsung)
H Texas|Inst.

= Nvidia
B Qualcomm
B Samsung

H Other

Forward Concepts
http:/mwww.fwdconcepts.com/dsp071513.htm

» Embedded system cost & input/output rates

» Low-cost, low-throughput: sound cards, 2G cell Single
phones, MP3 players, car audio, guitar effects DSP
» Medium-cost, medium-throughput: printers, Multiple DSP
disk drives, 3G cell phones, ADSL modems, chips or cores
digital cameras, video conferencing +accelerators
» High-cost, high-throughput: high-end printers, Multiple
audio mixing boards, wireless basestations, multicore
3-D medical reconstruction from 2-D X-rays DSPs

m Embedded processor requirements
» Inexpensive with small area and volume
» Predictable input/output (I/O) rates to/from processor

» Low power (e.g. smart phone uses 200mW average for
voice and 500mW for video; battery gives 5 W-hours)

2.6

Fixed-Point Floating-Point
Per unit cost $2 and up $2 and up
Prototyping time Long Short
Power 10mw -1W 1-3W
consumption
Battery-powered Cell phones Very few

products Digital cameras

Other products DSL modems Pro & car audio
Cellular basestations Medical imaging

Sales volume High Low

Prototyping Convert floating- to Reuse desktop

fixed-point; use non-
standard C extensions;
redesign algorithms

simulations; feasibility
check before investing
in fixed-point design

Program RAM Data RAM
or Cache
vl ] T T
Internal Buses
[ [~ et o
ata
= .D1 .D2 = Serial Port
& 8
External 2| ML M2 o "‘| Host Port
Memory 3 i 2 [
sl
I 2l a1 |52 |2
=1
Control Regs
CPU

2.8




m Very long instruction word (VLIW) of 256 bits
» Eight 32-bit functional units with one cycle throughput
» One instruction cycle per clock cycle
m Data word size and register size are 32 bits
» 16 (32 on C6400) registers in each of two data paths
» 40 bits can be stored in adjacent even/odd registers
= Two parallel data paths
» Data unit - 32-bit address calculations (modulo, linear)
» Multiplier unit - 16 bit x 16 bit with 32-bit result
» Logical unit - 40-bit (saturation) arithmetic/compares
» Shifter unit - 32-bit integer ALU and 40-bit shifter
2.9

m Families: All support same C6000 instruction set
C6200 fixed-pt. 150- 300 MHz printers, DSL (obsolete)
C6400 fixed pt. 500-1200 MHz video, DSL
C6600 floating 1000-1250 MHz basestations (8 cores)
C6700 floating 150-1,000 MHz medical imaging, audio

m TMS320C6748 OMAP-L138 Experimenter Kit
375-MHz CPU (750 million MACs/s, 3000 RISC MIPS)
On-chip: 8 kword program, 8 kword data, 64 kword L2
On-board memory: 32 Mword SDRAM, 2 Mword ROM

C6000 Instruction Set by Functional Unit

ADD NEG ABS  NOT ADD ST

ADDK NOT ADD  OR ADDA  SUB

ADD2 OR AND  SADD LD SUBA

AND  SET CMPEQ SAT MV ZERO

B SHL CMPGT SSUB NEG

CLR  SHR CMPLT SUB

EXT  SSHL LMBD SUBC M Unit

MV SUB MV XOR MPY  SMPY

MVC  SUB2 NEG  ZERO MPYH SMPYH

MVK  XOR NORM

MVKH ZERO Other
NOP  IDLE

Six of the eight functional units can perform integer add,
subtract, and move operations

Arithmetic Logical Data
ABS AND Management
ADD CMPEQ LD
ADDA CMPGT MV
ADDK CMPLT MvC
ADD2 NOT MVK
MPY OR MVKH
MPYH SHL ST
NEG SHR
SMPY SSHL Program
SMPYH XOR Contro|
SADD B
SAT Bit IDLE
SSUB Management NOP
SUB CLR R
SUBA EXT C6000 Instruction
SUBC LMBD Set by Category
SuB2 NORM (un)signed multiplication
ZERO SET saturation/packed arithmetic




= |[mmediate TI C5000 TI C6000
Operand part of instruction =~ ADD #0Fh mvk .D1 15, Al
= Register add .L1 Al, A6, A6
Operand specified in a (implied) add .L1 A7, A6, A7
register
= Direct
Address of operand is part
of the instruction (added
to imply memory page)
= |ndirect

Address of operand is
stored in a register ADD * ldw .D1 *A5++[8],Al

ADD 010h not supported

C6700 Floating Point Extensions by Unit

S Unit L Unit
ABSDP  CMPLTSP ADDDP  INTSP
ABSSP  RCPDP ADDSP  SPINT
CMPEQDP RCPSP DPINT  SPTRUNC
CMPEQSP RSARDP DPSP  SUBDP
CMPGTDP RSQRSP DPTRUNC SUBSP
CMPGTSP SPDP INTDP
CMPLTDP ;
MUni

.D Unit MPYDP  MPYID

ADDAD  LDDW MPYI MPYSP

Four functional units perform IEEE single-precision (SP) and
double-precision (DP) floating-point add, subtract, and move.

Operations beginning with R are reciprocal (i.e. 1/x) calculations.

DSP MHz MIPS Data Program Level2 Price Applications
(kbits)  (kbits) (kbits)

C6701 150 1200 512 512 0 $ 88 C6701 EVM board
167 1336 512 512 0 $141

C6711 150 1200 32 32 512 n/a C6711 DSK board
250 2000 $ 18

C6712 150 1200 32 32 512 $ 14

C6713 167 1336 32 32 1000 $ 19
225 1800 32 32 1000 $ 25 C6713 DSK board
300 2400 32 32 1000 $ 33

C6722 [ 250 2000 1000 3072 256 $ 10 Professional audio

C6726 [ 266 2128 2000 3072 256 $ 15 Professional audio

C6727 300 2400 2000 3072 256 $ 22 C6727 EVM board
350 2800 2000 3072 256 $ 30 Professional audio

C6748 300 2400 256 256 2048 $ 18 Pro-audio and video
375 3000 256 256 2048  $20 C6748 XK & EVM boards

DSK: DSP Starter Kit. EVM: Evaluation Module.
Unit price for 100 units. Prices effective February 1, 2009.
For more information: http://www.ti.com

DSP MHz MIPS Data Program Level2 Price Applications
(kbits)  (kbits)  (kbits)

C6202 250 2000 1000 2000 $ 66
300 2400 $ 79

C6203 250 2000 4000 3000 $ 84 modems banks ADSL1
300 2400 $ 84 modems

C6204 200 1600 512 512 $ 11

C6416 720 5760 128 128 8000 $114 ADSL2 modems
1000 8000 128 128 8000 $227 3G basestations

C6418 500 4000 128 128 5000 $ 49
600 4800 128 128 5000 $ 49

DM641 | 500 4000 128 128 1000 $ 28 Video conferencing
600 4800 128 128 1000 $ 31

DM642 | 500 4000 128 128 2000 $ 37 Video conferencing
720 5760 128 128 2000 $ 57

DM648 | 900 7200 512 512 4000 $ 64 Video conferencing

C6416 has Viterbi and Turbo decoder coprocessors.

Unit price is for 100 units. Prices effective February 1, 2009.
For more information: http://www.ti.com




m Code Composer Studio v5

http://processors.wiki.ti.com/index. php/ CCSv4

= C6000 Optimizing C Compiler 7.4 Tl software
. . development
http:/focus.ti.com/litug/sprul187u/sprul87u. pdf - —

= C6000 Programmer's Guide
http://www.ti.com/litug/spru198k/spru198k. pdf

m C674x DSP CPU & Instruction Set Ref. Guide
http://focus.ti.com/lit'ug/sprufe8b/sprufe8b. pdf

m C6748 Board
Logic PD’'s ZOOM OMAP-L138 Experimenter Kit

http://www.logicpd.com/products/developmentkits/zoom-
omap-I138-experimenter-kit

[ Download them for reference

= Multiply-accumulate in one instruction cycle
m Harvard architecture for fast on-chip I/0
» Separate data memory/bus and program memory/bus
» 1 read from program memory per instruction cycle
» 2 reads/writes from/to data memory per inst. cycle
m [nstructions to keep pipeline (3-6 stages) full
» Zero-overhead looping (one pipeline flush to set up)
» Delayed branches
m Special addressing modes in hardware
» Bit-reversed addressing (fast Fourier transforms)
» Modulo addressing for circular buffers (e.g. filters)

m Low cost: as low as $2/processor in volume

m Deterministic interrupt service routine latency
guarantees predictable input/output rates
» On-chip direct memory access (DMA) controllers
. Processes streaming input/output separately from CPU
. Sendsinterrupt to CPUwhen frame read/written
» Ping-pong buffering
. CPUreads/writes buffer 1 as DMA reads/writes buffer 2
. After DMA finishes buffer 2, roles of buffers switch
m Low power consumption: 10-100 mW
> TITMS320C54: 0.48 mW/MHz - 76.8 mW at 160 MHz
» TI TMS320C5504: 0.15 mW/MHz > 45.0 mW at 300 MHz

m Basedon conventional (pre-1996) architecture

Data Shifting Using a Linear Buffer
= Buffers Time  Buffercontents Next sample

Used mprocessing .y [l [ [ e
pever. [ e oo % | e e o

= Linear buffer
e T T T T ——

Sort by time index

Update: discard
oldest data, copy

old data left, insert Modulo Addressing Using a Circular Buffer
new data Time Buffercontents Next sample

m Circular buffer o
% o1
Oldest data index =

Upg:t;:aitngﬁgsr:ew nenver] 2 | [ [ e [ e [xuea] ] e

i o - I

n=N | X2
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X+
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Fixed-Point Floating-Point
Cost/Unit $2 - $79 $2 - $381
Architecture Accumulator load-store or
memory-register
Registers 2-4 data 8 or 16 data
8 address 8 or 16 address

Data Words 16 or 24 bit integer
and fixed-point

32 bit integer and
fixed/floating-point

On-Chip 2-64 kwords data 8-64 kwords data
Memory 2-64 kwords program  8-64 kwords program
Address 16-128 kw data 16 Mw — 4Gw data
Space 16-64 kw program 16 Mw — 4 Gw program
Compilers C, C++ compilers; C, C++ compilers;
poor code generation  better code generation
Examples TI TMS320C5000; T1 TMS320C30;
Freescale DSP56000 Analog Devices SHARC

2-21

m Different on-chip configurations in each family
» Size and map of data and program memory
» A/D, inputioutput buffers, interfaces, timers, and D/A
m Drawbacks to conventional digital signal processors
» No byte addressing (needed for images and video)
» Limited on-chip memory

» Limited addressable memory on fixed-point DSPs
(exceptions include Freescale 56300 and Tl C5409)

» Non-standard C extensions for fixed-point data type

Sequential (Freescale 56000)
A

Fetch Decode Read Execute

Pipelined (Most conventional DSPs)
1

———+—
Fetch Decode Read Execute P|pe|m|ng
Superscalar (Pentium) « Process instruction stream in
stages (as stages of assembly
in manufacturing line)

e « Increase throughput
Fetch Decode Read Execute Managlng Plpellnes

Superpipelined (11 c6000;
Perpip ( ) « Compiler or programmer
] « Pipeline interlocking

Fetch Decode Read Execute

Fetch Decode Read
Execute|

= Time-stationary pipeline model
Programmer controls each cycle

Example: Freescale DSP56001 (has X/Y F D RE
data memories/registers)

MAC X0,Y0,A X:(R0)+,X0 Y:(R4)-,Y0
= Data-stationary pipeline model

Programmer specifies data operations

Example: Tl TMS320C30

MPYF *++AR0 (1) ,*++AR1 (IR0) RO
m Interlocked pipeline

“Protection” from pipeline effects

May not be reported by simulators:

inner loops may take extra cycles

MAC means multiplication-accumulation.




Fetch Decode Read
E t
= A control hazard occurs when a YA e

branch instruction is decoded F D R E
» Processor “flushes” the pipeline, or
» Delayed branch (expose pipeline)
= Adata hazard occurs because
an operand cannot be read yet
» Intended by programmer, or
» Interlock hardware inserts “buhble”

» TI TMS320C5000 (20 CPU & 16 1/0
registers, one accumulator, and one V.
address pointer ARP implied by *)

LAR AR2, ADDR ; load address reg.
LACC *- ; load accumulator w/
; contents of AR2

LAR: 2 cycles to update AR2 & ARP; need NOP after it

2t

o Pentium IV pipeline
= C6000 has deep pipeline has more than 20 stages

» 7-11 stages in C6200: fetch 4, decode 2, execute 1-5
» 7-16 stages in C6700: fetch 4, decode 2, execute 1-10
» Compiler and assembler must prevent pipeline hazards

= Only branch instruction: delayed unconditional
» Processor executes next 5 instructions after branch
» Conditional branch via conditional execution:
[A2] B loop
» Branch instruction in pipeline disables interrupts
» Undefined if both shifters take branch on same cycle
» Avoid branches by conditionally executing instructions

Contributions by Sundararajan Sriram (T1)

2 ; Fetch Decode Read
High throughput performance of DSPs is '\ /‘ Execute

helped by on-chip dedicated logic for

looping (downcounters/looping registers) cD R
; repeat TBLR inst. COUNT-1 times

RPT COUNT

TBLR *+

= Arepeat instruction repeats one (it

instruction or block of
instructions after repeat
= The pipeline is filled with
repeated instruction (or block of r-
instructions)

m Cost: one pipeline flush only

o2t

= RISC: Superscalar, out-of-order execution

Reorder

—_—
—

- —

Memory V W

Floating-Point Unit Integer Unit
m DSP: Horizontal microcode, in-order execution

O oadstors

S RAVZONY,

ALU Multiplier Address




= RISC
Registers /D Physical
Cache memory
Out
of —— J— JTLB
order
TLB: Translation Lookaside Buffer
| Cache Internal
s DSP % memories
Registers %
External

I_‘i] me| m%

DMA Controller DMA: Direct Memory Access

2t

= Unit shipments worldwide
Cars & light trucks: http://www.plunkettresearch.com/automobiles-trucks-
market-research/industry-statistics
Cars & light trucks: http:/mwww.rwbaird.com/docs/yourreports/cruisin.pdf
PCs http://en.wikipedia.org/wiki/Market_share_of_leading_PC_vendors

Mobile handsets http://venturebeat.com/2013/02/13/gartner-samsung-apple-
smartphone-sales-2012/

Game consoles http://www.statista.com/statistics/214670/global-unit-sales-of-
video-game-consoles/

Digital still camerashttp://www.cipa.jp/english/data/dizital.html
iPhone5 teardown: http://www.ifixit.com/Teardown/iPhone-5-Teardown/10525/

DSL:http://mww.broadbandtrends.com/yahoo_site_admin/assets/docs/BBT_20
12DSLMktShare_131050_TOC.44121205.pdf

= Embedded processor resources

Embedded Microproc. Benchmark Consortium http:/www.eembc.org

Embedded processing comparison from 80+ processor and IP vendors:
http:/Amw.embeddedinsi irectory.php

Other: http://mw.eg3.com

= Conventional digital signal processors

» High performance vs. power consumption/cost/volume

» Excel at one-dimensional processing

» Per cycle: 116 x 16 MAC & 4 16-bit RISC instructions
= TMS320C6000 VLIW DSP family

» High performance vs. cost/volume

» Excel at mulidimensional signal processing

» Per cycle: 2 16x16 MACs & 4 32-bit RISC instructions
= Get the best of both worlds

» Assembly language for computational kernels
(possibly wrapped in C callable functions)

» Cfor main program (control code, interrupt definition)

Optional

= DSP processor market PP FEeEsser W

» ~1/3 embedded DSP market

» 2007 cholesterol lowering
Pzifer Lipitor sales: $13B

m DSP proc. market 2007

Annual
Revenue

D Wireless
’ ‘ B Consumer
OVideo Share
O Automotive| W
@ Wireline B Freescale
o Agere
Source: Forward Concepts M Computer 0 Analog Devl
. m Philips
= DSP proc. benchmarking m Other

» Berkeley Design Technology

R 2004 2005 2006 2007
Inc. http://www.bdti.com

Source: Forward Concepts
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1. INTRODUCTION

MULTI-CORE Digital Signal Processors (DSPs) have
gained significant importance in recent years due to
the emergence of data-intensive applications, such as video
and high-speed Internet browsing on mobile devices, which
demand increased computational performance but lower
cost and power consumption. Multi-core platforms allow
manufacturers to produce smaller boards while simplifying
board layout and routing, lowering power consumption and
cost, and maintaining programmability.

Embedded processing has been dealing with multi-core
on a board, or in a system, for over a decade. Until recently,
size limitations have kept the number of cores per chip to
one, two, or four but, more recently, the shrink in feature
size from new semiconductor processes has allowed single-
chip DSPs to become multi-core with reasonable on-chip
memory and I/O, while still keeping the die within the size
range required for good yield. Power and yield constraints,
as well as the need for large on-chip memory have further
driven these multi-core DSPs to become systems-on-chip
(SoCs). Beyond the power reduction, SoCs also lead to
overall cost reduction because they simplify board design by
minimizing the number of components required.

The move to multi-core systems in the embedded space
is as much about integration of components to reduce cost
and power as it is about the development of very high
performance systems. While power limitations and the need
for low-power devices may be obvious in mobile and hand-
held devices, there are stringent constraints for non-battery
powered systems as well. Cooling in such systems is
generally restricted to forced air only, and there is a strong
desire to avoid the mechanical liability of a fan if possible.
This puts multi-core devices under a serious hotspot
constraint. Although a fan cooled rack of boards may be
able to dissipate hundreds of Watts (ATCA carrier card can
dissipate up to 200W), the density of parts on the board will
start to suffer when any individual chip power rises above
roughly 10W. Hence, the cheapest solution at the board
level is to restrict the power dissipation to around 10W per
chip and then pack these chips densely on the board.

The introduction of multi-core DSP architectures
presents several challenges in hardware architectures,
memory organization and management, operating systems,
platform software, compiler designs, and tooling for code
development and debug. This article presents an overview
of existing multi-core DSP architectures as well as

programming models, software tools, emerging applications,
challenges and future trends of multi-core DSPs.

2. HISTORICAL PRESPECTIVES: FROM SINGLE-
CORE TO MULTI-CORE

The concept of a Digital Signal Processor came about in the
middle of the 1970s. Its roots were nurtured in the soil of a
growing number of university research centers creating a
body of theory on how to solve real world problems using a
digital computer. This research was academic in nature and
was not considered practical as it required the use of state-
of-the-art computers and was not possible to do in real time.
It was a few years later that a Toy by the name of Speak N
Spell™  was created using a single integrated circuit to
synthesize speech. This device made two bold statements:
-Digital Signal Processing can be done in real time.

-Digital Signal Processors can be cost effective.

This began the era of the Digital Signal Processor. So, what
made a Digital Signal Processor device different from other
microprocessors? Simply put, it was the DSP’s attention to
doing complex math while guaranteeing real-time
processing. Architectural details such as dual/multiple data
buses, logic to prevent over/underflow, single cycle
complex instructions, hardware multiplier, little or no
capability to interrupt, and special instructions to handle
signal processing constructs, gave the DSP its ability to do
the required complex math in real time.

“If T can’t do it with one DSP, why not use two of
them?” That is the answer obtained from many customers
after the introduction of DSPs with enough performance to
change the designer’s mind set from “how do I squeeze my
algorithm into this device” to “guess what, when I divide the
performance that I need to do this task by the performance
of a DSP, the number is small.” The first encounter with
this was a year or so after TI introduced the TMS320C30 —
the first floating-point DSP. It had significantly more
performance than its fixed-point predecessors. TI took on
the task of seeing what customers were doing with this new
DSP that they weren’t doing with previous ones. The
significant finding was that none of the customers were
using only one device in their system. They were using
multiple DSPs working together to create their solutions.

As the performance of the DSPs increased, more
sophisticated applications began to be handled in real time.
So, it went from voice to audio to image to video
processing. Fig. 1 depicts this evolution. The four lines in
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Fig. 1. Four examples of the increase of instruction cycles per sample
period. It appears that the DSP becomes useful when it can perform a
minimum of 100 instructions per sample period. Note that for a video
system the pixel is used in place of a sample.

Fig. 1 represent the performance increases of Digital Signal
Processors in terms of instruction cycles per sample period.
For example, the sample rate for voice is 8 kHz. Initial
DSPs allowed for about 625 instructions per sample period,
barely enough for transcoding. As higher performance
devices began to be available, more instruction cycles
became available each sample period to do more
sophisticated tasks. In the case of voice, algorithms such as
noise cancellation, echo cancellation and voice band
modems were able to be added as a result of the increased
performance made available. Fig. 2 depicts how this
increase in performance was more the result of multi-
processing rather than higher performance single processing
elements. Because Digital Signal Processing algorithms are
Multiply-Accumulate (MAC) intensive, this chart shows
how, by adding multipliers to the architecture, the
performance followed an aggressive growth rate. Adding
multiplier units is the simplest form of doing
multiprocessing in a DSP device.

For TI, the obvious next step was to architect the next
generation DSPs with the communications ports necessary
to matrix multiple DSPs together in the same system. That
device was created and introduced as the TMS320C40.
And, as one might suspect, a follow up (fixed-point) device
was created with multiple DSPs on one device under the
management of a RISC processor, the TMS320C80.

The proliferation of computationally demanding
applications drove the need to integrate multiple processing
elements on the same piece of silicon. This lead to a whole
new world of architectural options: homogeneous multi-
processing, heterogeneous multi-processing, processors
versus accelerators, programmable versus fixed function, a
mix of general purpose processors and DSPs, or system in a
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Fig. 2. Four generations of DSPs show how multi-processing has more
effect on performance than clock rate. The dotted lines correspond to the
increase in performance due to clock increases within an architecture.
The solid line shows the increase due to both the clock increase and the
parallel processing.

package versus System on Chip integration. And then there
is Amdahl’s Law that must be introduced to the mix [1-2].
In addition, one needs to consider how the architecture
differs for high performance applications versus long battery
life portable applications.

3. ARCHITECTURES OF MULTI-CORE DSPs

In 2008, 68% of all shipped DSP processors were used in
the wireless sector, especially in mobile handsets and base
stations; so, naturally, development in  wireless
infrastructure and applications is the current driving force
behind the evolution of DSP processors and their
architectures [3]. The emergence of new applications such
as mobile TV and high speed Internet browsing on mobile
devices greatly increased the demand for more processing
power while lowering cost and power consumption.
Therefore, multi-core DSP architectures were established as
a viable solution for high performance applications in packet
telephony, 3G wireless infrastructure and WiMAX [4]. This
shift to multi-core shows significant improvements in
performance, power consumption and space requirements
while lowering costs and clocking frequencies. Fig. 3
illustrates a typical multi-core DSP platform.

Current state-of-the-art multi-core DSP platforms can
be defined by the type of cores available in the chip and
include homogeneous and heterogeneous architectures. A
homogeneous multi-core DSP architecture consists of cores
that are from the same type, meaning that all cores in the die
are DSP processors. In contrast, heterogeneous architectures
contain different types of cores. This can be a collection of
DSPs with general purpose processors (GPPs), graphics
processing units (GPUs) or micro controller units (MCUs).
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Another classification of multi-core DSP processors is by
the type of interconnects between the cores.

More details on the types of interconnect being used in
multi-core DSPs as well as the memory hierarchy of these
multiple cores are presented below, followed by an
overview of the latest multi-core chips. A brief discussion
on performance analysis is also included.

3.1 Interconnect and Memory Organization

As shown in Fig. 4, multiple DSP cores can be connected
together through a hierarchical or mesh topology. In
hierarchical interconnected multi-core DSP platforms, data
transfers between cores are performed through one or more
switching units. In order to scale these architectures, a
hierarchy of switches needs to be planned. CPUs that need
to communicate with low latency and high bandwidth will
be placed close together on a shared switch and will have
low latency access to each others’ memory. Switches will be
connected together to allow more distant CPUs to
communicate with longer latency. Communication is done
by memory transfer between the memories associated with
the CPUs. Memory can be shared between CPUs or be local
to a CPU. The most prominent type of memory architecture
makes use of Level 1 (1) local memory dedicated to each
core and Level 2 (L2) which can be dedicated or shared
between the cores as well as Level 3 (L3) internal or
external shared memory. If local, data is moved off that
memory to another local memory using a non CPU block in
charge of block memory transfers, usually called a DMA.
The memory map of such a system can become quite
complex and caches are often used to make the memory
look “flat” to the programmer. L1, L2 and even L3 caches
can be used to automatically move data around the memory
hierarchy without explicit knowledge of this movement in
the program. This simplifies and makes more portable the
software written for such systems but comes at the price of

uncertainty in the time a task needs to complete because of
uncertainty in the number of cache misses [5].

In a mesh network [6-7], the DSP processors are
organized in a 2D array of nodes. The nodes are connected
through a network of buses and multiple simple switching
units. The cores are locally connected with their “north”,
“south”, “east” and “west” neighbors. Memory is generally
local, though a single node might have a cache hierarchy.
This architecture allows multi-core DSP processors to scale
to large numbers without increasing the complexity of the
buses or switching units. However, the programmer
generally has to write code that is aware of the local nature
of the CPU. Explicit message passing is often used to
describe data movement.

Multi-core DSP platforms can also be categorized as
Symmetric ~ Multiprocessing  (SMP)  platforms and
Asymmetric Multiprocessing (AMP) platforms. In an SMP
platform, a given task can be assigned to any of the cores
without affecting the performance in terms of latency. In an
AMP platform, the placement of a task can affect the
latency, giving an opportunity to optimize the performance
by optimizing the placement of tasks. This optimization
comes at the expense of an increased programming
complexity since the programmer has to deal with both
space (task assignment to multiple cores) and time (task
scheduling). For example, the mesh network architecture of
Fig. 4 is AMP since placing dependent tasks that need to
heavily communicate in neighboring processors will
significantly reduce the latency. In contrast, in a hierarchical
interconnected architecture, in which the cores mostly
communicate by means of a shared L2/L.3 memory and have
to cache data from the shared memory, the tasks can be
assigned to any of the cores without significantly affecting
the latency. SMP platforms are easy to program but can
result in a much increased latency as compared to AMP
platforms.

DSP core
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Fig.3. Typical multi-core DSP platform.
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Table 1: Multi-core DSP platforms.
TI 8] Freescale [9] | picoChip(10] | Tieraf11] | S8
Processor TNETV3020 MSC8156 PC205 TILE64 SB3500
Architecture | Homogeneous | Homogeneous | Heterogeneous | Homogeneous | Heterogeneous
248 DSPs 3 DSPs
No. of Cores 6 DSPs 6 DSPs 1 GPP 64 DSPs 1 GPP
Interconnect Hierarchical Hierarchical Mesh Mesh Hierarchical _
Topology
Wireless Wireless —
Applications Video Wireless Wireless Networking Wireless hierarchal network mesh netwok
VoIP Video . . .
Fig.4. Interconnect types of multi-core DSP architectures.
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Fig.5. Texas Instruments TNETV3020 multi-core DSP processor.
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Fig.6. Freescale 8156 multi-core DSP processor.

3.2 Existing Vendor-Specific Multi-Core DSP Platforms

Several vendors manufacture multi-core DSP platforms such
as Texas Instruments (TI) [8], Freescale [9], picoChip [10],
Tilera [11], and Sandbridge [12-13]. Table 1 provides an
overview of a number of these multi-core DSP chips.

Texas Instruments has a number of homogeneous and
heterogeneous multi-core DSP platforms all of which are

based on the hierarchal-interconnect architecture. One of
the latest of these platforms is the TNETV3020 (Fig. 5)
which is optimized for high performance voice and video
applications in wireless communications infrastructure [8].
The platform contains six TMS320C64x+ DSP cores each
capable of running at 500 MHz and consumes 3.8 W of
power. TI also has a number of other homogeneous multi-

core DSPs such as the TMS320TCI6488 which has three
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1 GHz C64x+ cores and the older TNETV3010 which
contains six TMS320C55x cores, as well as the
TMS320VC5420/21/41 DSP platforms with dual and quad
TMS320VC54x DSP cores.

Freescale's multi-core DSP devices are based on the
StarCore 140, 3400 and 3850 DSP subsystems which are
included in the MSC8112 (two SC140 DSP cores),
MSCS8144E (four SC3400 DSP cores) and its latest
MSC8156 DSP chip (Fig. 6) which contains six SC3850
DSP cores targeted for 3G-LTE, WiMAX, 3GPP/3GPP2
and TD-SCDMA applications [9]. The device is based on a
homogeneous hierarchical interconnect architecture with
chip level arbitration and switching system (CLASS).

PicoChip manufactures high performance multi-core
DSP devices that are based on both heterogeneous (PC205)
and homogeneous (PC203) mesh interconnect architectures.
The PC205 (Fig. 7) was taken as an example of these multi-
core DSPs [10]. The two building blocks of the PC205
device are an ARMO926EJ-S microprocessor and the
picoArray. The picoArray consists of 248 VLIW DSP
processors connected together in a 2D array as shown in
Fig. 8. Each processor has dedicated instruction and data
memory as well as access to on-chip and external memory.
The ARMO926EJ-S used for control functions is a 32-bit
RISC processor. Some of the PC205 applications are in
high-speed wireless data communication standards for
metropolitan area networks (WiMAX) and cellular networks
(HSDPA and WCDMA), as well as in the implementation of
advanced wireless protocols.

Tilera manufactures the TILE64, TILEPro36 and
TILEPro64 multi-core DSP processors [11]. These are based
on a highly scalable homogeneous mesh interconnect
architecture.

UART (2) RTC

Timer GPIO/SIM Interrupt
: B - +
128KB
SRAM
APB Bridge
TCM I/D :
JTAG
o ARMO926EJ-S
Cache I/D DMA DMA 10/100
controller  controller © 7 Ethemet
— .. External
Debug «—— EEUCE. <
Interface
«—  GPIO
picoArray — SRR .,
— [Tabiipl" ipiiace
O e
“ Correlator
> FADUIPE
Crypto Reed Viterbi cTC FFT
Solomon

Fig.7. picoChip PC205 multi-core DSP processor.
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Fig. 9. Tilera TILE64 multi-core DSP processor.

The TILE64 family features 64 identical processor
cores (tiles) interconnected using a mesh network of buses
(Fig. 9). Each tile contains a processor, L1 and L2 cache
memory and a non-blocking switch that connects each tile to
the mesh. The tiles are organized in an 8 x 8 grid of identical
general processor cores and the device contains 5 MB of on-
chip cache. The operating frequencies of the chip range
from 500 MHz to 866 MHz and its power consumption
ranges from 15 — 22 W. Its main target applications are
advanced networking, digital video and telecom.

SandBridge manufactures multi-core heterogeneous
DSP chips intended for software defined radio applications.
The SB3011 includes four DSPs each running at a minimum
of 600 MHz at 0.9V. It can execute up to 32 independent
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Table 2: BTDI OFDM benchmark results on various processors for the
maximum number of simultaneous OFDM channels processed in real time.
The specific number of simultaneous OFDM channels is given in [17].

Clock DSP OFDM

(MHz) cores channels
TI TMS320C6455 1200 1 Lowest
Freescale MSC8144 1000 4 Low
Sandbridge SB3500 500 3 Medium
picoChip PC102 160 344 High
Tilera TILE64 866 64 Highest

instruction streams while issuing vector operations for each
stream using an SIMD datapath. An ARM926EJ-S
processor with speeds up to 300 MHz implements all
necessary I/O devices in a smart phone and runs Linux OS.
The kernel has been designed to use the POSIX pthreads
open standard [14] thus providing a cross platform library
compatible with a number of operating systems (Unix,
Linux and Windows). The platform can be programmed in a
number of high-level languages including C, C++ or Java
[12-13].

3.3 Multi-Core DSP Platform Performance Analysis

Benchmark suites have been typically used to analyze the
performance among architectures [15]. In practice,
benchmarking of multicore architectures has proven to be
significantly more complicated than benchmarking of single
core devices because multicore performance is affected not
only by the choice of CPU but also very heavily by the CPU
interconnect and the connection to memory. There is no
single agreed-upon programming language for multicore
programming and, hence, there is no equivalent of the “out
of the box” benchmark, commonly used in single core
benchmarks. Benchmark performance is heavily dependent
on the amount of tweaking and optimization applied as well
as the suitability of the benchmark for the particular
architecture being evaluated. As a result, it can be seen that
single core benchmarking was already a complicated task
when done well, and multicore benchmarking is proving to
be exponentially more challenging. The topic of benchmark
suites for multicore remains an active field of study [16].
Currently available benchmarks are mainly simplified
benchmarks that were mainly developed for single-core
systems.

One such a benchmark is the Berkeley Design
Technology, Inc (BTDI) OFDM benchmark [17] which was
used to evaluate and compare the performance of some
single- and multi-core DSPs in addition to other processing
engines. The BTDI OFDM benchmark is a simplified digital
signal processing path for an FFT-based orthogonal
frequency division multiplexing (OFDM) receiver [17]. The
path consists of a cascade of a demodulator, finite impulse
response (FIR) filter, FFT, slicer, and Viterbi decoder. The
benchmark does not include interleaving, carrier recovery,

symbol synchronization, and
equalization.

Table 2 shows relative results for maximizing the
number of simultaneous non-overlapping OFDM channels
that can be processed in real time, as would be needed for an
access point or a base station. These results show that the
four considered multi-core DSPs can process in real time a
higher number of OFDM channels as compared to the
considered single-core processor using this specific
simplified benchmark.

However, it should be noted that this application
benchmark does not necessarily fit the use cases for which
the candidate processors were designed. In other words,
different results can be produced using different benchmarks
since single and multi-core embedded processors are
generally developed to solve a particular class of functions
which may or may not match the benchmark in use. At the
end, what matters most is the actual performance achieved
when the chips are tested for the desired customer’s end
solution.

frequency-domain

4. SOFTWARE TOOLS FOR MULTI-CORE DSPs

Due to the hard real-time nature of DSP programming, one
of the main requirements that DSP programmers insist on
having is the ability to view low level code, to step through
their programs instruction by instruction, and evaluate their
algorithms and “‘see” what is happening at every processor
clock cycle. Visibility is one of the main impediments to
multi-core DSP programming and to real-time debugging as
the ability to “see” in real time decreases significantly with
the integration of multiple cores on a single chip. Improved
chip-level debug techniques and hardware-supported
visualization tools are needed for multi-core DSPs. The use
of caches and multiple cores has complicated matters and
forced programmers to speculate about their algorithms
based on worst-case scenarios. Thus, their reluctance to
move to multi-core programming approaches. For
programmers to feel confident about their code, timing
behavior should be predictable and repeatable [5]. Hardware
tracing with Embedded Trace Buffers (ETB) [18] can be
used to partially alleviate the decreased visibility issue by
storing traces that provide a detailed account of code
execution, timing, and data accesses. These traces are
collected internally in real-time and are usually retrieved at
a later time when a program failure occurs or for collecting
useful statistics. Virtual multi-core platforms and
simulators, such as Simics by Virtutech [19] can help
programmers in developing, debugging, and testing their
code before porting it to the real multi-core DSP device.
Operating Systems (OS) provide abstraction layers that
allow tasks on different cores to communicate. Examples of
OS include SMP Linux [20-21], TI’s DSP BIOS [22],
Enea’s OSEck [23]. One main difference between these OS
is in how the communication is performed between tasks
running on different cores. In SMP Linux, a common set of
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tables that reflect the current global state of the system are
shared by the tasks running on different cores. This allows
the processes to share the same global view of the system
state. On the other hand, TI’s DSP/BIOS and Enea’s OSEck
supports a message passing programming model. In this
model, the cores can be viewed as "islands with bridges" as
contrasted with the "global view" that is provided by SMP
Linux. Control and management middleware platforms,
such as Enea’s dSpeed [23], extend the capabilities of the
OS to allow enhanced monitoring, error handling, trace,
diagnostics, and inter-process communications.

As in memory organization, programming models in
multi-core processors include Symmetric Multiprocessing
(SMP) models and Asymmetric Multiprocessing (AMP)
models [24]. In an SMP model, the cores form a shared set
of resources that can be accessed by the OS.

The OS is responsible for assigning processes to
different cores while balancing the load between all the
cores. An example of such OS is SMP Linux [18-19] which
boasts a huge community of developers and lots of
inexpensive software and mature tools. Although SMP
Linux has been used on AMP architectures such as the mesh
interconnected Tilera architecture, SMP Linux is more
suitable for SMP architectures (Section 3.1) because it
provides a shared symmetric view. In comparison, TI’s
DSP/BIOS and Enea's OSE can better support AMP
architectures since they allow the programmer to have more
control over task assignments and execution. The AMP
approach does not balance processes evenly between the
cores and so can restrict which processes get executed on
what cores. This model of multi-core processing includes
classic AMP, processor affinity and virtualization [23].

Classic AMP is the oldest multi-core programming
approach. A separate OS is installed on each core and is
responsible for handling resources on that core only. This
significantly simplifies the programming approach but
makes it extremely difficult to manage shared resources and
I/0. The developer is responsible for ensuring that different
cores do not access the same shared resource as well as be
able to communicate with each other.

In processor affinity, the SMP OS scheduler is modified
to allow programmers to assign a certain process to a
specific core. All other processes are then assigned by the
OS. SMP Linux has features to allow such modifications. A
number of programming languages following this approach
have appeared to extend or replace C in order to better allow
programmers to express parallelism. These include OpenMP
[25], MPI [26], X10 [27], MCAPI [28], GlobalArrays [29],
and Uniform Parallel C [30]. In addition, functional
languages such as Erlang [31] and Haskell [32] as well as
stream languages such as ACOTES [33] and StreamIT [34]
have been introduced. Several of these languages have been
ported to multi-core DSPs. OpenMP is an example of that. It
is a widely-adopted shared memory parallel programming
interface providing high level programming constructs that
enable the user to easily expose an application’s task and

loop level parallelism in an incremental fashion. Its range of
applicability was significantly extended by the addition of
explicit tasking features. The wuser specifies the
parallelization strategy for a program at a high level by
annotating the program code; the implementation works out
the detailed mapping of the computation to the machine. It
is the user’s responsibility to perform any code
modifications needed prior to the insertion of OpenMP
constructs. In  particular, OpenMP requires that
dependencies that might inhibit parallelization are detected
and where possible, removed from the code. The major
features are directives that specify that a well-structured
region of code should be executed by a team of threads, who
share in the work. Such regions may be nested. Work
sharing directives are provided to effect a distribution of
work among the participating threads [35].

Virtualization partitions the software and hardware into
a set of virtual machines (VM) that are assigned to the cores
using a Virtual Machine Manager (VMM). This allows
multiple operating systems to run on single or multiple
cores. Virtualization works as a level of abstraction between
the OS and the hardware. VirtualLogix employs
virtualization technology using its VLX for embedded
systems [36]. VLX announced support for TI single and
multi-core DSPs. It allows TI's real-time OS (DSP/BIOS) to
run concurrently with Linux. Therefore, DSP/BIOS is left to
run critical tasks while other applications run on Linux.

5. APPLICATIONS OF MULTI-CORE DSPs
5.1 Multi-core for mobile application processors

The earliest SoC multi-core in the embedded space was the
two-core heterogeneous DSP+ARM combination introduced
by TI in 1997. These have evolved into the complex OMAP
line of SoC for handset applications. Note that the latest in
the OMAP line has both multi-core ARM (symmetric
multiprocessing) and DSP (for  heterogeneous
multiprocessing). The choice and number of cores is based
on the best solution for the problem at hand and many
combinations are possible. The OMAP line of processors is
optimized for portable multimedia applications. The ARM
cores tend to be used for control, user interaction and
protocol processing, whereas the DSPs tend to be signal
processing slaves to the ARMSs, performing compute
intensive tasks such as video codecs. Both CPUs have
associated hardware accelerators to help them with these
tasks and a wide array of specialized peripherals allows
glueless connectivity to other devices.

This multi-core is an integration play to reduce cost and
power in the wireless handset. Each core had its own unique
function and the amount of interaction between the cores
was limited. However, the development of a
communications bridge between the cores and a
master/slave programming paradigm were important
developments that allowed this model of processing to
become the most highly used multi-core in the embedded
space today [37].
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5.2 Multi-core for Core network Transcoding

The next integration play was in the transcoding space. In
this space, the master/slave approach is again taken, with a
host processor, usually servicing multiple DSPs, that is in
charge of load balancing many tasks onto the multi-core
DSP. Each task is independent of the others (except for
sharing program and some static tables) and can run on a
single DSP CPU. Fig. 10 shows the Agere SP2603, a multi-
core device used in transcoding applications.

Therefore, the challenge in this type of multi-core SoC
is not in the partitioning of a program into multiple threads
or the coordination of processing between CPUs, but in the

coordination of CPUs in the access of shared, non CPU,
resources, such as DDR memory, Ethernet ports, shared L2
on chip memory, bus resources, and so on. Heterogeneous
variants also exist with an ARM on chip to control the array
of DSP cores.

Such multi-core chips have reduced the power per
channel and cost per channel by an order of magnitude over
the last decade.

5.3 Multi-core for Base Station Modems

Finally, the last five years have seen many multi-core
entrants into the base station modem business for cellular
infrastructure. The most successful have been DSP based
with a modest number of CPUs and significant shared
resources in memory, acceleration and I/O. An example of
such a device is the Texas Instruments TCI6487 shown in
Fig. 11.

Applications that use these multi-core devices require
very tight latency constraints, and each core often has a
unique functionality on the chip. For instance, one core
might do only transmit while another does receive and
another does symbol rate processing. Again, this is not a
generic programming problem. Each core has a specific and
very well timed set of tasks to perform. The trick is to make
sure that timing and performance issues do not occur due to
the sharing of non CPU resources [38].

However, the base station market also attracted new
multi-core architectures in a way that neither handset (where
the cost constraints and volume tended to favor hardwired
solutions beyond the ARM/DSP platform) nor transcoding
(where the complexity of the software has kept “standard”
DSP multi-core in the forefront) have experienced.
Examples of these new paradigm companies include
Chameleon, PACT, BOPS, Picochip, Morpho, Morphics
and Quicksilver. These companies arose in the late 90s and
mostly died in the fallout of the tech bubble burst. They
suffered from a lack of production quality tooling and no
clear programming model. In general, they came in two
types; arrays of ALUs with a central controller and arrays of
small CPUs, tightly connected and generally intended to
communicate in a very synchronized manner. Fig. 8 shows
the picoArray used by picoChip, a proponent of regular,
meshed arrays of processors. Serious programming
challenges remain with this kind of architecture because it
requires two distinct modes of programming, one for the
CPUs themselves and one for the interconnect between the
CPUs. A single programming language would have to be
able to not only partition the workload, but also comprehend
the memory locality, which is severe in a mesh-based
architecture.

5.4 Next Generation Multi-Core DSP Processors

Current and emerging mobile communications and
networking standards are providing even more challenges to
DSP. The high data-rates for the physical layer processing,
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as well as the requirements for very low power have driven
designers to use ASIC designs. However, these are
becoming increasingly complex with the proliferation of
protocols, driving the need for software solutions.

Software defined radio (SDR) holds the promise of
allowing a single piece of silicon to alternate between
different modem standards. Originally motivated by the
military as a way to allow multinational forces to
communicate [39], it has made its way into the commercial
arena due to a proliferation of different standards on a single
cell phone (for instance GSM, EDGE, WCDMA, Bluetooth,
802.11, FM radio, DVB).

SODA [40] is one multi-core DSP architecture designed
specifically for software-defined radio (SDR) applications.
Some key features of SODA are the lack of cache with
multiple DMA and scratchpad memories used instead for
explicit memory control. Each of the processors has a
32x16bit SIMD datapath and a coupled scalar datapath
designed to handle the basic DSP operations performed on
large frames of data in communication systems.

Another example is the AsAP architecture [41] which
relies on the dataflow nature of DSP algorithms to obtain
power and performance efficiency. Shown in Fig. 12, it is
similar to the Tilera architecture at a superficial glance, but
also takes the mesh network principal to its logical
conclusion, with very small cores (0.17mm”) and only a
minimal amount of memory per core (128 word program
and 128 word data).The cores communicate asynchronously
by doubly clocked FIFO buffers and each core has its own
clock generator so that the device is essentially clockless.
When a FIFO is either empty or full, the associated cores
will go into a low power state until they have more data to
process. These and other power savings techniques are used
in a design that is heavily focused on low power
computation. There is also an emphasis on local
communication, with each chip connected to its neighbors,
in a similar manner to the Tilera multi-core. Even within the
core, the connectivity is focused on allowing the core to
absorb data rather than reroute it to other cores. The overall
goal is to optimize for data flow programming with mostly
local interconnect. Data can travel a distance of more than
one core but will require more latency to do so. The ASAP
chip is interesting as a “pure” example of a tiled array of
processors with each processor performing a simple
computation. The programming model for this kind of chip
is however, still a topic of research. Ambric produced an
architecturally similar chip [42] and showed that, for simple
data flow problems, software tooling could be developed.

An example of this data flow approach to multi-core
DSP design can be found in [43], where the concept of
Bulk-Synchronous  Processing (BSP), a model of
computation where data is shared between threads mostly at
synchronization barriers, is introduced. This deterministic
approach to the mapping of algorithms to multi-core is in
line with the recommendations made in [44] where it is
argued that adding parallelism in a non deterministic manner

(such as is commonly done with POSIX threads [14]) leads
to systems that are unreasonably hard to test and debug.
Fortunately, the parallelization of DSP algorithms can often
be done in a deterministic manner using data flow diagrams.
Hence, DSP may be a more fruitful space for the
development of multi-core than the general purpose
programming space.

Sandbridge (see Section 3.2) has also been
producing DSPs designed for the SDR space for several
years.

6. CONCLUSIONS AND FUTURE TRENDS

In the last 2 years, the embedded DSP market has been
swept up by the general increase in interest in multi-core
that has been driven by companies such as Intel and Sun.

One of the reasons for this is that there is now a lot of
focus on tooling in academia and also a willingness on the
part of users to accept new programming paradigms. This
industry wide effort will have an effect on the way multi-
core DSPs are programmed and perhaps architected. But it
is too early to say in what way this will occur. Programming
multi-core DSPs remains very challenging. The problem of
how to take a piece of sequential code and optimally
partition it across multiple cores remains unsolved. Hence,
there will naturally be a lot of variations in the approaches
taken. Equally important is the issue of debug and visibility.
Developing effective and easy-to-use code development and
real-time debug tools is tremendously important as the
opportunity for bugs goes up significantly when one starts to
deal with both time and space.

The markets that DSP plays in have unique features in
their desire for low power, low cost and hard real-time
processing, with an emphasis on mathematical computation.
How well the multi-core research being performed presently
in academia will address these concerns remains to be seen.

serial config bi1—5treaml

external c\ockl
Configuration and Test Logic
T out mux
| select

in mux
select
M

in data,
valid and
clock

«I test out

out data, valid and clock

—_—
. out request

in request r—
—_—

CH s
R e R A

e

i
W -
Viterbi  F FT\' .
Decoder bl
e

16 KB Shared Memories

Motion
Estimation

Fig.12. The AsAP processor architecture.

7. REFERENCES

[11  G.M. Amdahl, “Validity of the single-processor approach
to achieving large scale computing capabilities,” in AFIPS
Conference Proceedings, vol. 30, pp. 483-485, Apr. 1967.



IEEE Signal Processing Magazine, Special Issue on Signal Processing on Platforms with Multiple Cores, Nov. 2009

[2]

(3]

(4]

[3]

(6]

(7]

[8]

(9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]
[18]

[19]

[20]

(21]

M.D. Hill and M.R. Marty, “Amdahl’s Law in the
multicore era,” IEEE Computer Magazine, vol.41, no.7,
pp-33-38, July 2008.

W. Strauss, “Wireless/DSP market bulletin,” Forward
Concepts, Feb 2009.

[Online] http://www.fwdconcepts.com/dsp2209.htm.

I. Scheiwe, “The shift to multi-core DSP solutions,” DSP-
FPGA, Nov. 2005

[Online] http://www.dsp-fpga.com/articles/id/?21.

S. Bhattacharyya, J. Bier, W. Gass, R. Krishnamurthy, E.
Lee, and K. Konstantinides, “Advances in hardware design
and implementation of signal processing systems [DSP
Forum],” IEEE Signal Processing Magazine , vol. 25, no.
6, pp. 175-180, Nov. 2008.

Practical Programmable Multi-Core DSP, picoChip, Apr.
2007, [Online] http://www.picochip.com/.

Tile Processor Architecture Technology Brief, Tilera, Aug.
2008, [Online] http://www.tilera.com.

TNETV3020 Carrier Infrastructure Platform, Texas
Instruments, Jan. 2007, [Online]
http://focus.ti.com/lit/ml/spat174a/spatl74a.pdf

MSC8156 Product Brief, Freescale, Dec. 2008, [Online]
http://www freescale.com/webapp/sps/site/prod _summary.j
sp?code=MSC8156&nodeld=0127950E5F5699

PC205 Product Brief, picoChip, Apr. 2008, [Online]
http://www.picochip.com/.

Tile64 Processor Product Brief, Tilera, Aug. 2008, [Online]
http://www.tilera.com.

J. Glossner, D. Iancu, M. Moudgill, G. Nacer, S. Jinturkar,
M. Schulte, "The Sandbridge SB3011 SDR platform," Joint
IST Workshop on Mobile Future and the Symposium on
Trends in Communications (SympoTIC), pp.ii-v, June 2006.
J. Glossner, M. Moudgill, D. Iancu, G. Nacer, S. Jintukar,

S. Stanley, M. Samori, T. Raja, M. Schulte, "The
Sandbridge Sandblaster Convergence platform,"
Sandbridge  Technologies  Inc, 2005. [Online]

http://www.sandbridgetech.com/

POSIX, IEEE Std 1003.1, 2004 Edition. [Online]
http://www.unix.org/version3/ieee_std.html

G. Frantz and L. Adams, “The three P’s of value in
selecting DSPs,” Embedded Systems Programming, pp. 37-
46, Nov. 2004.

K. Asanovic, R. Bodik, B. C. Catanzaro, J. J. Gebis, P.
Husbands, K. Keutzer, D. A. Patterson, W. L. Plishker, J.
Shalf, S. W. Williams, K. A. Yelick, “The landscape of
parallel computing research: a view from Berkeley,”
Technical Report No. UCB/EECS-2006-183,
http://www.eecs.berkeley.edu/Pubs/TechRpts/2006/EECS-
2006-183.pdf, Dec. 2006.

BDTIL, [Online] http://www.bdti.com/bdtimark/ofdm.htm
Embedded Trace Buffer, Texas Instruments eXpressDSP
Software Wiki, [Online]
http://tiexpressdsp.com/index.php?title=Embedded_Trace
Buffer

VirtuTech, [Online]
http://www.virtutech.com/datasheets/simics _mpc8641d.ht
ml

H. Dietz, “Linux parallel processing using SMP,” July
1996. [Online]
http://cobweb.ecn.purdue.edu/~pplinux/ppsmp.html

M. T. Jones, “Linux and symmetric multiprocessing:
unblocking the power of Linux SMP systems,” [Online]

10

[22]

(23]

[24]

[25]
[26]

[27]

(28]
[29]
[30]
(31]
(32]
(33]

[34]

[35]

(36]

[37]

[38]

(391

[40]

[41]

[42]

[43]

[44]

http://www.ibm.com/developerworks/library/l-linux-smp/
TI DSP/BIOS, [Online]
http://focus.ti.com/docs/toolsw/folders/print/dspbios.html
Enea, [Online]

http://www.enea.com/

K. Williston, “Multi-core software: strategies for success,”
Embedded Innovator, pp. 10-12, Fall 2008.

OpenMP, [Online] http://openmp.org/wp/

MPI, [Online]
http://www.mcs.anl.gov/research/projects/mpi/

P. Charles, C. Grothoff, V. Saraswat, C. Donawa, A.
Kielstra, K. Ebcioglu, C. von Praun, and V. Sarkar,
“X10: an object-oriented approach to non-uniform cluster
computing,” in ACM OOPSLA, pp. 519-538, Oct. 2005.
MCAPI, [Online] http://www.multicore-
association.org/workgroup/comapi.php

Global Arrays [Online]

http:// www.emsl.pnl.gov/docs/global/

Unified Parallel C, [Online] http://upc.lbl.gov/

Erlang, [Online] http://erlang.org/

Haskell [Online] http://www.haskell.org/

ACOTES, [Online]
http://www.hitech-projects.com/euprojects/ ACOTES/
StreamlIT, [Online] http://www.cag.lcs.mit.edu/streamit/

B. Chapman, L. Huang, E. Biscondi, E. Stotzer, A.
Shrivastava, and A. Gatherer, “Implementing OpenMP on a
high performance embedded multi-core MPSoC,” accepted
and to appear the Proceedings of IEEE International
Parallel & Distributed Processing Symposium, 2009.
VirtualLogix [Online]
http://www.virtuallogix.com/products/vlx-for-embedded-
systems/vlx-for-es-supporting-ti-dsp-processors.html

E. Heikkila and E. Gulliksen, “Embedded processors 2009
global market demand analysis,” VDC Research.

A. Gatherer, “Base station modems: Why multi-core? Why
now?,” ECN Magazine, Aug. 2008. [Online]
http://www.ecnmag.com/supplements-Base-Station-
Modems-Why_Multicore.aspx ?menuid=580
Software Communications Architecture,
http://sca.jpeojtrs.mil/

Y. Lin, H. Lee, M. Who, Y. Harel, S. Mahlke, T. Mudge,
C. Chakrabarti, K. Flautner, "SODA: A high-performance
DSP architecture for Software-Defined Radio," IEEE
Micro, vol.27, no.1, pp.114-123, Jan.-Feb. 2007

D. N. Truong et al.,, “A 167-Processor computational
platform in 65nm,” IEEE JSSC, vol. 44, No. 4, Apr. 2009.
M. Butts, “Addressing software development challenges for
multicore and massively parallel embedded systems,”
Multicore Expo, 2008.

J. H. Kelm, D. R. Johnson, A. Mahesri, S. S. Lumetta, M.
Frank, and S. Patel, “SChISM: Scalable Cache Incoherent
Shared Memory,” Tech. Rep. UILU-ENG-08-2212, Univ.
of Illinois at Urbana-Champaign, Aug. 2008. [Online]
http://www.crhc.illinois.edu/TechReports/2008reports/08-
2212-kelm-tr-with-acks.pdf

E. A. Lee, “The problem with threads,” UCB Technical
Report, Jan. 2006 [Online]
http://www.eecs.berkeley.edu/Pubs/TechRpts/2006/EECS-
2006-1.pdf

[Online]




Comparing Fixed- and Floating-Point DSPs

Does your design need a fixed- or floating-point DSP? % TEXAS
The application data set can tell you. INSTRUMENTS
By

Gene Frantz, Tl Principal Fellow, Business Development Manager, DSP
Ray Simar, Fellow and Manager of Advanced DSP Architectures

System developers, especially those who are new to digital signal processors (DSPSs),
are sometimes uncertain whether they need to use fixed- or floating-point DSPs for
their systems. Both fixed- and floating-point DSPs are designed to perform the high-
speed computations that underlie real-time signal processing. Both feature system-on-
a-chip (SOC) integration with on-chip memory and a variety of high-speed peripherals
to ensure fast throughput and design flexibility. Tradeoffs of cost and ease of use often
heavily influenced the fixed- or floating-point decision in the past. Today, though, select-
ing either type of DSP depends mainly on whether the added computational capabilities
of the floating-point format are required by the application.

Different numeric formats

As the terms fixed- and floating-point indicate, the fundamental difference between the
two types of DSPs is in their respective numeric representations of data. While fixed-
point DSP hardware performs strictly integer arithmetic, floating-point DSPs support
either integer or real arithmetic, the latter normalized in the form of scientific notation.
TI's TMS320C62x™ fixed-point DSPs have two data paths operating in parallel, each
with a 16-bit word width that provides signed integer values within a range from —2*15 to
2715, TMS320C64x™ DSPs, double the overall throughput with four 16-bit (or eight 8-
bit or two 32-bit) multipliers. TMS320C5x™ and TMS320C2x™ DSPs, with architec-
tures designed for handheld and control applications, respectively, are based on single
16-bit data pathss.

By contrast, TMS320C67x™ floating-point DSPs divide a 32-bit data path into two
parts: a 24-bit mantissa that can be used for either for integer values or as the base of
a real number, and an 8-bit exponent. The 16M range of precision offered by 24 bits
with the addition of an 8-bit exponent, thus supporting a vastly greater dynamic range
than is available with the fixed-point format. The C67x™ DSP can also perform calcula-
tions using industry-standard double-width precision (64 bits, including a 53-bit mantis-
sa and an 11-bit exponent). Double-width precision achieves much greater precision
and dynamic range at the expense of speed, since it requires multiple cycles for each
operation.
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Cost versus ease of use

The much greater computational power offered by floating-point DSPs is normally the
critical element in the fixed- or floating-point design decision. However, in the early
1990s, when Tl released its first floating-point DSP products, other factors tended to
obscure the fundamental mathematical issue. Floating-point functions require more
internal circuitry, and the 32-bit data paths were twice as wide as those of fixed-point
DSPs, which at that time integrated only a single 16-bit data path. These factors, plus
the greater number of pins required by the wider data bus, meant a larger die and larg-
er package that resulted in a significant cost premium for the new floating-point
devices. Fixed-point DSPs therefore were favored for high-volume applications like dig-
itized voice and telecom concentration cards, where unit manufacturing costs had to be
kept low.

Offsetting the cost issue at that time was ease of use. Tl floating-point DSPs were
among the first DSPs to support the C language, while fixed-point DSPs still needed to
be programmed at the assembly code level. In addition, real arithmetic could be coded
directly into hardware operations with the floating-point format, while fixed-point devices
had to implement real arithmetic indirectly through software routines that added devel-
opment time and extra instructions to the algorithm. Because floating-point DSPs were
easier to program, they were adopted early on for low-volume applications where the
time and cost of software development were of greater concern than unit manufactur-
ing costs. These applications were found in research, development prototyping, military
applications such as radar, image recognition, three-dimensional graphics accelerators
for workstations and other areas.

Today the early differences in cost and ease of use, while not altogether erased, are
considerably less pronounced. Scores of transistors can now fit into the same space
required by a single transistor a decade ago, leading to SOC integration that reduces
the impact of a single DSP core on die size and expense. Many DSP-based products,
such as TI's broadband, camera imaging, wireless baseband and OMAP™ wireless
application platforms, leverage the advantages of rescaling by integrating more than a
single core in a product targeted at a specific market. Fixed-point DSPs continue to
benefit more from cost reductions of scale in manufacturing, since they are more often
used for high-volume applications; however, the same reductions will apply to floating-
point DSPs when high-volume demand for the devices appears. Today, cost has
increasingly become an issue of SOC integration and volume, rather than a result of
the size of the DSP core itself.

The early gap in ease of use has also been reduced. Tl fixed-point DSPs have long
been supported by outstandingly efficient C compilers and exceptional tools that
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provide visibility into code execution. The advantage of implementing real arithmetic
directly in floating-point hardware still remains; but today advanced mathematical mod-
eling tools, comprehensive libraries of mathematical functions, and off-the-shelf algo-
rithms reduce the difficulty of developing complex applications—with or without real
numbers—for fixed-point devices. Overall, fixed-point DSPs still have an edge in cost
and floating-point DSPs in ease of use, but the edge has narrowed until these factors
should no longer be overriding in the design decision.

Floating-point accuracy

As the cost of floating-point DSPs has continued to fall, Tthe choice of using a fixed- or
floating-point DSP boils down to whether floating-point math is needed by the applica-
tion data set. In general, designers need to resolve two questions: What degree of
accuracy is required by the data set? and How predictable is the data set?

The greater accuracy of the floating-point format results from three factors. First, the
24-bit word width in TI C67x™ floating-point DSPs yields greater precision than the
C62x™ 16-bit fixed-point word width, in integer as well as real values. Second, expo-
nentiation vastly increases the dynamic range available for the application. A wide
dynamic range is important in dealing with extremely large data sets and with data sets
where the range cannot be easily predicted. Third, the internal representations of data
in floating-point DSPs are more exact than in fixed-point, ensuring greater accuracy in
end results.

The final point deserves some explanation. Three data word widths are important to
consider in the internal architecture of a DSP. The first is the 1/O signal word width,
already discussed, which is 24 bits for C67x floating-point, 16 bits for C62x fixed-point,
and can be 8, 16, or 32 bits for C64x™ fixed-point DSPs. The second word width is
that of the coefficients used in multiplications. While fixed-point coefficients are 16 bits,
the same as the signal data in C62x DSPs, floating-point coefficients can be 24 bits or
53 bits of precision, depending whether single or double precision is used. The preci-
sion can be extended beyond the 24 and 53 bits in some cases when the exponent
can represent significant zeroes in the coefficient.

Finally, there is the word width for holding the intermediate products of iterated multiply-
accumulate (MAC) operations. For a single 16-bit by 16-bit multiplication, a 32-bit prod-
uct would be needed, or a 48-bit product for a single 24-bit by 24-bit multiplication.
(Exponents have a separate data path and are not included in this discussion.)
However, iterated MACs require additional bits for overflow headroom. In C62x fixed-
point devices, this overflow headroom is 8 bits, making the total intermediate product
word width 40 bits (16 signal + 16 coefficient + 8 overflow). Integrating the same
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proportion of overflow headroom in C67x floating-point DSPs would require 64 interme-
diate product bits (24 signal + 24 coefficient + 16 overflow), which would go beyond
most application requirements in accuracy. Fortunately, through exponentiation the
floating-point format enables keeping only the most significant 48 bits for intermediate
products, so that the hardware stays manageable while still providing more bits of inter-
mediate accuracy than the fixed-point format offers. These word widths are summa-
rized in Table 1 for several TI DSP architectures.

Table 1. Word widths for TI DSPs

Word Width
Intermediate
TI DSP(s) Format Signal I1/0 Coefficient result
C25x fixed 16 16 40
C5x™/C62x™ |fixed 16 16 40
C64x™ fixed 8/16/32 16 40
C3x™ floating 24 (mantissa) 24 32
C67x™(SP) floating 24 (mantissa) 24 24/53
C67x(DP) floating 53 53 53

Video and audio data set requirements

The advantages of using the fixed- and floating-point formats can be illustrated by con-
trasting the data set requirements of two common signal-processing applications: video
and audio. Video has a high sampling rate that can amount to tens or even hundreds
of megabits per second (Mbps) in pixel data, depending on the application. Pixel data
is usually represented in three words, one for each of the red, green and blue (RGB)
planes of the image. In most systems, each color requires 8 to 12 bits, though
advanced applications may use up to 14 bits per color. Key mathematical operations of
the industry-standard MPEG video compression algorithms include discrete cosine
transforms (DCTs) and quantization, and there is limited filtering.

Audio, by contrast, has a more limited data flow of about 1 Mbps that results from 24
bits sampled at 48 kilosamples per second (ksps). A higher sampling rate of 192 ksps
will quadruple this data flow rate in the future, yet it is still significantly less than video.
Operations on audio data include infinite impulse response (lIR) and intensive filtering.
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Video thus has much more raw data to process than audio. DCTs and quantization are
handled effectively using integer operations, which together with the short data words
make video a natural application for C62x and C64x fixed-point DSPs. The massive
parallelism of the C64x makes it a excellent platform for applications that run multiple
video channels, and some C64x DSP products have been designed with on-chip video
interfaces that provide seamless data throughput.

Video may have a larger data flow, but audio has to process its data more accurately.
While the eye is easily fooled, especially when the image is moving, the ear is hard to
deceive. Although audio has usually been implemented in the past using fixed-point
devices, high-fidelity audio today is transistioning to the greater accuracy of the float-
ing-point format. Some C67x DSP products further this trend by integrating a multi-
channel audio serial port (McASP) in order to make audio system design easier. As the
newest audio innovations become increasingly common in consumer electronics,
demand for floating-point DSPs will also rise, helping to drive costs closer to parity with
fixed-point DSPs.

The wider words (24-bit signal, 24-bit coefficient, 53-bit intermediate product) of C67x
DSPs provide much greater accuracy in audio output, resulting in higher sound quality.
Sampling sound with 24 bits of accuracy yields 144 dB of dynamic range, which pro-
vides more than adequate coverage for the full amplitude range needed in sound
reproduction. Wide coefficients and intermediate products provide a high degree of
accuracy for internal operations, a feature that audio requires for at least two reasons.

First, audio typically use cascaded IIR filters to obtain high performance with minimal
latency., But, in doing so, each filtering stage propagates the errors of previous stages.
So a high degree of precision in both the signal and coefficients are required to mini-
mize the effects of these propagated errors. Second, signal accuracy must be main-
tained, even as it approaches zero (this is necessary because of the sensitivity of the
human ear). The floating-point format by its nature aligns well with the sensitivity of the
human ear and becomes more accurate as floating point numbers approach 0. This is
the result of the exponent’s keeping track of the significant zeros after the binary point
and before the significant data in the mantissa. This is in contrast to a fixed point sys-
tem for very small fractional numbers. All of these aspects of floating-point real arith-
metic are essential to the accurate reproduction of audio signals.

Other application areas
The data sets of other types of applications also lend themselves better to either fixed-

or floating-point computations. Today, one of the heaviest uses of DSPs is in wired and
wireless communications, where most data is transmitted serially in octets that are then
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expanded internally for 16-bit processing based on integer operations. Obviously, this
data set is extremely well-suited for the fixed-point format, and the enormous demand
for DSPs in communications has driven much of fixed-point product development and
manufacturing.

Floating-point applications are those that require greater computational accuracy and
flexibility than fixed-point DSPs offer. For example, image recognition used for medicine
is similar to audio in requiring a high degree of accuracy. Many levels of signal input
from light, x-rays, ultrasound and other sources must be defined and processed to cre-
ate output images that provide useful diagnostic information. The greater precision of
C67x signal data, together with the device’s more accurate internal representations of
data, enable imaging systems to achieve a much higher level of recognition and defini-
tion for the user.

Radar for navigation and guidance is a traditional floating-point application since it
requires a wide dynamic range that cannot be defined ahead of time and either uses
the divide operator or matrix inversions. The radar system may be tracking in a range
from O to infinity, but need to use only a small subset of the range for target acquisition
and identification. Since the subset must be determined in real time during system
operation, it would be all but impossible to base the design on a fixed-point DSP with
its narrow dynamic range and quantization effects..

Wide dynamic range also plays a part in robotic design. Normally, a robot functions
within a limited range of motion that might well fit within a fixed-point DSP’s dynamic
range. However, unpredictable events can occur on an assembly line. For instance, the
robot might weld itself to an assembly unit, or something might unexpectedly block its
range of motion. In these cases, feedback is well out of the ordinary operating range,
and a system based on a fixed-point DSP might not offer programmers an effective
means of dealing with the unusual conditions. The wide dynamic range of a floating-
point DSP, however, enables the robot control circuitry to deal with unpredictable cir-
cumstances in a predictable manner.

A data set decision

In recent years, as the world of digital signal processing has become much larger,
DSPs have become application-driven. SOC integration means that, along with applica-
tion-specific peripherals, different cores can be integrated on the same device, enabling
DSP products to be tailored for the requirements of specific markets. In this environ-
ment, floating-point capabilities have become another element in the overall DSP prod-
uct mix.
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There are still some differences in cost and ease of use between fixed- and floating-
point DSPs, but these have become less significant over time. The critical feature for
designers is the greater mathematical flexibility and accuracy of the floating-point for-
mat. For application data sets that require real arithmetic, greater precision and a wider
dynamic range, floating-point DSPs offer the best solution. Application data sets that do
not require these computational features can normally use fixed-point DSPs. Once the
data set requirements have been determined, it should no longer be difficult to decide
whether to use a fixed- or floating-point DSP.
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Slg na|5 and Systems Continuous-time vs. discrete-time
Analog vs. digital
Unit impulse
Prof. Brian L. Evans » Continuous-Time System Properties
Dept. of Electrical and Computer Engineering . sampling

The University of Texas at Austin
» Discrete-Time System Properties

» Conclusion
Lecture 3 http://www.ece.utexas.edu/~bevans/courses/rtdsp
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Review Review
Many Faces of Signals Continuous-Time vs. Discrete-Time
« Function, e.g. cos(t) in continuous time or « Continuous-time signals can be modeled as
cos(rm n) in discrete time, useful in analysis functions of a real argument
 Sequence of numbers, e.g. {1,2,3,2,1} or a sampled X(t) where time, t, can take any real value
triangle function, useful in simulation x(t) may be 0 for a given range of values of t
« Set of properties, e.g. even and causal, « Discrete-time signals can be modeled as functions
useful in reasoning about behavior % fort>0 of argument that takes values from a discrete set
3 fort=0 x[n]where n € {..-3,-2,-1,0,1,2,3..}
0 fort<0

Integer time index, e.g. n, for discrete-time systems
» Values for x may be real-valued or complex-valued

useful in analysis .
» Ageneralized function, e.g. 8(t), U[n]={0
useful in analysis

t)=
» A piecewise representation, e.g. <u()

forn>0
otherwise
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Analog vs. Digital

* Amplitude of analog signal can take any real or
complex value at each time/sample

NN
VA Y

» Amplitude of digital signal takes values from a
discrete set

L -1

3-5

Unit Impulse

* We will leave §(0) undefined
Some signals and systems textbooks assign 3(0) = oo

» Plot Dirac delta as arrow at origin

Undefined amplitude at origin ()
Denote area at origin as (area) Unitftea @
Height of arrow is irrelevant

Direction of arrow indicates sign of area 0

« With &(t) = 0 for t=0, it is tempting to think

4(t) 3(t) = ¢(0) 3(t)
6 3(t-T) = o(T) 5(t-T)

Simplify unit impulse
under integration only

3-7

Review

Unit Impulse

- - - 1 t
+ Mathematical idealism for F":(‘):g’em(gj
an instantaneous event

» Dirac delta as generalized
function (a.k.a. functional)

» Selected properties
Unit area: Ji s(t)ydt=1
Sifting j’; g(t)s(t) dt = g(0)
provided g(t) is defined att =0

o10)-limP. )

t

Area:limE:;g ]

Scaling: _[:05(at)dt:é if a0

* We will leave &(0) undefined

Review

Unit Impulse

« Simplifying &t) under « Other examples

integration [ ste~dt=1
L.at0s(0ut =40 J otz = -0
Assuming ¢(t) is defined at t=0 ad 4

« What about? [ eV s(2-t)d=e

[Cottoa =2 + What about at origin?
* What about? 0
Al [ s)at=>
ATt =2 N
L. [ sat-o FarelITsy

By substitution of variables, »
[ gt+T)s(t)dt=9() .[Z S(t)dt=1 ey kse:
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Unit Impulse Systems
* Relationship between unit impulse and unit step » Systems operate on signals to produce new signals
0 t<O

or new signal representations

t dr = -~ du_
[*,5()d =0 @ oo xR v [~ yIn]

— ue) y(O)=T{x(t)} yIn=T{nl }
- What happens at the origin for u(t)? « Continuous-time system examples
u(0)= 0 and u(0%) = 1, but u(0) can take any value y() = Y2 x(t) + Y2 x(t-1) Squaring function can be used
Common values for u(0) are 0, %, and 1 y(t) = X4(t) in sinusoidal demodulation
u(0) = Y2 is used in impulse invariance filter design: « Discrete-time system examples
L. B. Jackson, “A correction to impulse invariance,” IEEE Signal y[n] =Y X[n] +% X[n'l] Ave rage of current input and
Processing Letters, vol. 7, no. 10, Oct. 2000, pp. 273-275. y[n] = Xz[n] delayed input isa simple filter
3-9 3-10
Review
Continuous-Time System Properties Role of Initial Conditions
o Letx(t), x,(t), and x,(t) be inputs to a continuous- » Observe a system starting at time t,
time linear system and let y(t), y,(t), and y,(t) be Often use t, = 0 without loss of generality
their corresponding outputs  Integrator
* Alinear system satisfies Quick test to identify x® Yo y(t) = [ x(u)du =t fx(u)du?w [x(W)du
Addltlvlty Xl(t) + Xg(t) = )h(t) + yz(t) some nonlinear systems'? -0 \‘T‘f‘____/’, ty
Homogeneity: a x(t) = a y(t) for any real/complex constant a * Integrator observed for t> t, . / CO_is_d_ue
« For time-invariant system, shift of input signal by O j{:(-)dnco YO c,= [x(u)du CLOHL?:::":S
any real-valued zcauses same shift in output -
signal, i.e. x(t- 9 = y(t- 9, for all ¢ Linear system if initial conditions are zero (C, = 0)

Time-invariant system if initial conditions are zero (C, = 0
» Example: Squaring block x(t)y(t) ¥ (©=0)
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Continuous-Time System Properties

 ldeal delay by T seconds. Linear?

X(t) y() Role of initial
TR e

» Scale by a constant (a.k.a. gain block)
Two different ways to express it in a block diagram

X ¢ % () x(t) ' y(® ylt) = a, x)

3

Linear? Time-invariant?

Continuous-Time System Properties

* Amplitude Modulation (AM)

y(t) = A x(t) cos(2n f. t)

G o R
(frequency of
radio station)

Ais a constant

cos(2 mf. t)

Linear? Time-invariant?
* AM modulation is AM radio if x(t) =1 + k, m(t)
where m(t) is message (audio) to be broadcast

and | k, m(t) | < 1 (see lecture 19 for more info)
3-15

« Sample continuous-time signal 0

Continuous-Time System Properties

» Tapped delay line Each T represents a

delay of T time units

x(t)

There are M-1 delays

M-1

y(t)= 2 a, x(t-mT)

Coefficients (or taps)
are ag, ay, ...ay-1

. . . Role of initial
Linear? Time-invariant? conditions?

3-14

Review

Generating Discrete-Time Signals

» Many signals originate in continuous time

Example: Talking on cell phone

at equally-spaced points in time

to obtain a sequence of numbers T,
s[n]=s(nTy) for ne {...,-1,0,1,...}

How to choose sampling period T ? Sampled analog waveform

* Using a formula

X[nN]=n2-5n+3 onright for0<n<5
How does x[n] look in continuous time? n



Review

Discrete-Time System Properties

» Letx[n], x,[n] and x,[n] be inputs to a linear system
« Lety[n], y;[n] and y,[n] be corresponding outputs
* A linear system satisfies

Additivity: x;[n] + X,[n] = yi[n] + y,[n]

Homogeneity: a x[n] = a y[n] for any real/complex constant a

» For a time-invariant system, a shift of input signal
by any integer-valued m causes same shift in output
signal, i.e. X[n - m] = y[n - m], for all m

* Role of initial conditions?

Discrete-Time System Properties

« Let3[n] be a discrete-time impulse function, a.k.a.

Kronecker delta function: L4 8Inl
—O—O—OLO—O—H n

{5 1o

0 n%0 3 2 12 3
» Impulse response is response of discrete-time LTI

system to discrete impulse function

3[n] -,1 hn]
Example: delay by one sample =)

h[n] = 6[n—1]
 Finite impulse response filter (n]=2ln-1]

Non-zero extent of impulse response is finite
Can be in continuous time or discrete time
Also called tapped delay line (slides 3-14,3-18,5-4) 5.4

» Tapped delay line in discrete time

x[n]

Discrete-Time System Properties

Each z' represents a
delay of 1 sample

There are M-1 delays
M-1

yIn]= > a, x[n-m]
m=0

Coefficients (or taps)

Vym are ag, ay, ...ay.1
. . . . Role of initial
? - ?
» Linear? Time-invariant® conditions?

« Continuous time

y
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Discrete-Time System Properties

 Discrete time

fn] y[n]
" o |
=241 )

- o) =ym)= 21100
i 0= F-a0) i HOT)= 1T, 7T

A0 At T-0

T
Linear? = f[n]-fln-1] See also
. ionto . slide 5-18
Time-invariant? Linear?

Time-invariant?



Conclusion

Continuous-time versus discrete-time:
discrete means quantized in time
Analog versus digital:

digital means quantized in amplitude
Digital signal processor

Discrete-time and digital system

Well-suited for implementing LTI digital filters

Example of discrete-time analog system?
Example of continuous-time digital system?

-21



EE 445S Real-Time Digital Signal Processing Lab Spring 2014

Sampling and Aliasing

Prof. Brian L. Evans
Dept. of Electrical and Computer Engineering
The University of Texas at Austin

Lecture 4 http://www.ece.utexas.edu/~bevans/courses/rtdsp

Data Conversion

Data Conversion
« Analog-to-Digital Conversion

Lowpass filter has pr
stopband frequency ~ — Lowpass —— cuentier —
less than ¥ f to reduce Filter

S M Sampler at
aliasing due to sampling sampling
(enforce sampling theorem) rate of f,
« Digital-to-Analog Conversion
Discrete-to-continuous Discrete to Analog
conversion could be as | Continuous [~ Lowpass [~
simple as sample and hold Conversion Filter
Lowpass filter has stopband
frequency less than % f, £
Bacde . s
reduce artificial high frequencies 4-3

Outline

« Data conversion

« Sampling

Time and frequency domains
Sampling theorem

« Aliasing
« Bandpass sampling
* Rolling shutter artifacts

» Conclusion

Sampling - Review

Sampling: Time Domain

* Many signals originate in continuous-time
Talking on cell phone, or playing acoustic music

« By sampling a continuous-time signal at
isolated, equally-spaced points in time, we
obtain a sequence of numbers foronlt)

f[n]zf(nTs) T
Nef,-2-1,0,1,2,.} .
T is the sampling period. T
Faampieat)= (8 2.5t -T,)

n=—x Sampled analog waveform

impulse train

4-

f(t)

4-



Sampling - Review Sampling - Review
Sampling: Frequency Domain Sampling Theorem

 Continuous-time signal x(t) with frequencies no
higher than f,,, can be reconstructed from its
samples x(n Ty) if samples taken at rate fy> 2 fj 4

« Sampling replicates spectrum of continuous-time
signal at integer multiples of sampling frequency

 Fourier series of impulse train where ;=2 ntf,

Sampling Theorem

Assumption In Practice
Continuous-time signal has
absolutely no frequency
content above fiay
Sampling time is exactly the
same between any two
samples
Sequence of numbers
obtained by sampling is
represented in exact
precision
Conversion of sequence to

continuous time is ideal -

S ()= i&(t—nTs)=i(l+ 2c0s(w, t) +2c0s(2 o, t) +...) NyQU!St rate = 2 fnax What happens
: s L T Nyquist frequency = f;/ 2 if fs= 2 fa?
g(t)= f(t)&Ts(t)=T—(f(t) + 2f(t)cos(w, t) + 2f(t)cosQRa,t) + ...) « Example: Sampling audio signals
. TR T TR
Modulation Modulation Normal human hearing is from about 20 Hz to 20 kHz
by cos(; t) by cos(2 @ t)
F(o) G(w) Apply lowpass filter before sampling to pass low
oo ﬂ /\ m [\ /\ 000 Howto frequencies up to 20 kHz and reject high frequencies
o 2t —2ng - o s ] 210 ) © | recover Lowpass filter needs 10% of maxir_num_ passband frequency
: § F(w)? to roll off to zero (2 kHz rolloffin this case) a6
gap if and only if 2Af ,, <24, —24 , < f,>2f
Sampling Sampling

Sampling and Oversampling

» Assampling rate increases above Nyquist rate,
sampled waveform looks more like original
+ Zero crossings: frequency content of a sinusoid
Distance between two zero crossings: one half period
With sampling theorem satisfied, sampled sinusoid crosses
zero right number of times per period
In some applications, frequency content matters not time-
domain waveform shape
« DSP First, Ch. 4, Sampling/Interpolation demo ==

For username/password help ==) fink
link 48


http://www.ece.gatech.edu/research/DSP/DSPFirstCD/visible/chapters/4samplin/demos/pulses/index.htm
http://www.ece.gatech.edu/research/DSP/DSPFirstCD/serial_number.html

Aliasing Aliasing

Aliasing Aliasing
« Continuous-time yIn] =y(Tsn) * Since | is any integer, a countable but infinite
sinusoid =Acos(2n(fo+ If)Tsn + ¢) number of sinusoids give same sampled sequence
= A cos(2nfoTsn + 2mlfsTsn + ¢) i
X(t) = A cos(2m fot+ ¢) = A cos(2nfoTon + 2nln + ¢)  Frequencies fo+ I i for 10
. = = foTs . .
Sample at T, = 1/f :/:[rf]o S(@rlaTan + 4) Called aliases of frequency f, with respect to f;
X[n] = x(Tsn) = Here, fT,=1 All aliased frequencies appear same as f, due to sampling

Acos(2n fo Tsn + ¢) ) ) )
« Keeping the sampling Since |'is an integer, + Signal Processing First, Continuous to Discrete ==

period same, sample COS_(X +_2TE D :_COS(X) Sampling demo (con2dis) fnk
) =Acos@r b+ 1£)t +¢) © Y[N] indistinguishable

where | is an integer from x[n]
4-9 4-10
Aliasing Bandpass Sampling
Aliasing Bandpass Sampling
+ Sinusoid sin(2 7 fi,, t) sampled at f; = 2000 + Reduce sampling rate Ideal Bandpass Spectrum
samples/s with i, varied Bandwidth: f, —f; [\ [\
- / f, = 2000 samples/s Sampling rate f; must o, f f
= Z 1000 be greater than analog
sz bandwidth f, > f,— f; 1 Sampleatf,
§ § Forreplica to be centered Sampled Ideal Bandpass Spectrum
o
(<5

} Y f Y at origin after sampling
4, h o f 6

Input frequency, fipu: (HZ) « Practical issues

« Mirror image e_ffect about fip = % fs gives rise sampling clock tolerance: e = k L ey i
to name of folding Effects of noise extract baseband

4-11


http://users.ece.gatech.edu/mcclella/SPFirst/Updates/SPFirstMATLAB.html

Bandpass Sampling

Sampling for Up/Downconversion

» Upconversion method  « Downconversion method

Sampling plus bandpass Bandpass sampling plus
filtering to extract bandpass filtering to extract
intermediate frequency intermediate frequency (IF)
(IF) band with fie = ki fg band with f,; =k fs

Froc e b

AW Samp,ec A% AN

4\_*f|r ! —f '\ fl; K —fz ’fl \ fu= .' \ofe !

~.7 . <./ ~.

Rolling Shutter Artifacts

Rolling Shutter Artifacts

* Plucked guitar strings — global shutter camera =
String vibration is (correctly) damped sinusoid vs. time viceo

* “Guitar Oscillations Captured with iPhone 4” ;:0

<= Rolling shutter (sampling) artifacts but not aliasing effects

 Fast camera motion
Pan camera fast left/right
Pole wobbles and bends
Building skewed

Warped frame Compensated using

gyroscope readings
C. Jiaand B. L. Evans, “Probabilistic 3-D Motion Estimation for Rolling (i.e. camera rotation)

Shutter Video Rectification from Visual and Inertial Measurements,”
IEEE Multimedia Signal Proc. Workshop, 2012. Link to article.

and video features

Rolling Shutter Artifacts

Rolling Shutter Cameras

» Smart phone and point-and-shoot cameras
No (global) hardware shutter to reduce cost, size, weight
Light continuously impinges on sensor array
Artifacts due to relative motion between objects and camera

Figure from tutorial by Forssen et al. at 2012 IEEE Conf. on Computer Vision & Pattern Recognition

Conclusion

Conclusion

« Sampling replicates spectrum of continuous-time
signal at offsets that are integer multiples of
sampling frequency

» Sampling theorem gives necessary condition to
reconstruct the continuous-time signal from its
samples, but does not say how to do it

 Aliasing occurs due to sampling

Noise present at all frequencies
A/D converter design tradeoffs to control impact of aliasing
» Bandpass sampling reduces sampling rate

significantly by using aliasing to our benefit
4-16


http://www.youtube.com/watch?v=j7pwP_aM-4U
http://www.youtube.com/watch?v=TKF6nFzpHBU
http://users.ece.utexas.edu/~bevans/papers/2012/rolling/
http://www.reddit.com/r/reddit.com/comments/in2rc/guitar_string_oscillations_captured_on_video/

EE445S Real-Time Digital Signal Processing Lab  Spring 2014
Finite Impulse Response Filters

Prof. Brian L. Evans
Dept. of Electrical and Computer Engineering
The University of Texas at Austin

Lecture 5 http://www.ece.utexas.edu/~bevans/courses/rtdsp

Many Roles for Filters

» Noise removal
Signal and noise spectrally separated
Example: bandpass filtering to suppress out-of-band noise
» Analysis, synthesis, and compression
Spectral analysis
Examples: calculating power spectra (slides 14-10 and 14-11)
and polyphase filter banks for pulse shaping (lecture 13)
» Spectral shaping
Data conversion (lectures 10 and 11)
Channel equalization (slides 16-8 to 16-10)
Symbol timing recovery (slides 13-17 to 13-20 and slide 16-7)

Carrier frequency and phase recovery o

Outline

» Many Roles for Filters
« Convolution
o Z-transforms

» Linear time-invariant systems
Transfer functions
Frequency responses

» Finite impulse response filters
Cascading FIR filters demonstration
Symmetric FIR filters

Filter design
5-2

Finite Impulse Response (FIR) Filter

« Same as discrete-time tapped delay line (slide 3-18)

[l

* Impulse response h[n] has finite extent n=0,..., M-1
M-1

_ _ Discrete-time
yln]= % hIm]x{n—m] convolution




Review
Discrete-time Convolution Derivation

- Output y[n] for input x[n] yln]=T{[n]}

« Any signal can be decomposed y[n]=T
into sum of discrete impulses

—r

» Apply linear properties y[n]= :Zx[m]T{f?[" m]}
 Apply shift-invariance y[n]= i x[m]h[n—m]

» Apply change of variables y[n]= ih[m]x[n—m]
h[n] Averaging filter —

impulse response
: *_I_._H = yInl=h[0]x[n] + h[1] x{n-1]
n =(x[n] +x[n-1])/2 s

0 1 2 3

Convolution Demos

» The Johns Hopkins University Demonstrations
http://www.jhu.edu/~signals ﬂ

Convolutionapplet to animate convolution of simple signals
and hand-sketched signals
Convolving two rectangular pulses of same width gives
triangle with width of twice the width of rectangular pulses
(see Appendix E in course reader for intermediate work)
x(t) * h(t) = y(t)
1 1 Ts

1
t t ! t
0 T 0 T, T, o,

l What about convolving two pulses of different lengths? l

5-7

: %x[m]ﬁ[n -m }

Review
Convolution Comparison

» Continuous-time convolution of x(t) and h(t)
y(t)=x)h(t)=[* x(1)h(t-2)d2=[" h(2)x(t-2)d2
Foreach t, compute different (possibly) infinite integral

* Indiscrete-time, replace integral with summation

y[n]= Zx[m Zh[m n—m|

Foreach n, compute dlf'ferent (possibly) infinite summation
o LTI system

Characterized uniquely by its impulse response

Its output is convolution of input and impulse response

5-6

Z-transform Definition

 For discrete-time systems, z-transforms play same

role as Laplace transforms do in continuous-time
Bilateral Forward z-transform Bilateral Inverse z-transform

< 1
H(z)= Y h[n]z™ hn]=———¢ H(z)z "'dz
@= X ] l=575§ H@
Inverse transform requires contour integration over closed
contour (region) R
Contour integration covered in a Complex Analysis course

« Compute forward and inverse transforms using
transform pairs and properties

5-8


http://www.jhu.edu/~signals

Review

Three Common Z-transform Pairs

h[n] = 4ln]
H(z)= iﬁ[n]z’” :g&[n]z’” =1

n=—o

Region of convergence: entire
z-plane

* h[n] = 8[n-1]

H

()= iﬁ[n -1z :Z]“g[n )z =zt

Region of convergence: entire
z-plane except z=0
h[n-1]< z1H(z)

* h[n] =a"u[n]
H(2)= Za ]z

& _ofaY
;az _Z(zj
1
2

z

n=0
- it 12<1

Region of convergence
for summation: fz| > |a|

lz] > Ja| is the complement
ofadisk

l

Finite extent sequences l

l Infinite extent sequence l

Review

System Transfer Function

e Z-transform of system’s impulse response

Impulse response uniquely represents an LTI system

» Example: FIR filter with M taps (slide 5-4)

H(z2)= i h[n]z™" = le h[n]z™ =h[0]+h{]z* + ... +h[M -1z ™

Transfer function H(z) is polynomial in powers of z -
Region of convergence (ROC) is entire z-plane except z =0

« Since ROC includes unit circle, substitute z=ei®

into transfer function to obtain frequency response
M-1
HE")=H()|_.= h[n]e”*" =h[0]+h[1]e" + ... +h[M —1]e ™2
n=0

5-11

Review

Region of Convergence

» Region of the complex z-
plane for which forward z-
transform converges

Im{z}

Entire
plane Re{z}
Im{z}
Complement
ofadisk Re{z}

» Four possibilities (z=0is
special case that may or
may not be included)

Im{z}

Disk
Re{z}

Im{z}
Intersection

of a disk and

complement Re{z}
of a disk

Example: Ideal Delay

 Continuous Time
Delay by T seconds

« Discrete Time
Delay by 1 sample

X(t) 7] y(t) x[n] 77 yln]

y(t)=x(t-T) y[n]=x[n-1]
Impulse response Impulse response
h(t)=5(t-T) h[n]=s[n—-1]
Frequency response Frequency response
H(Q)=e " = H(w)=e
[HQ)=1 AR T IH(e)=t
HEo)=-aT [T Hew--0 =2



Linear Time-Invariant Systems

» Fundamental Theorem of Linear Systems

If a complex sinusoid were input into an LTI system, then
outputwould be input scaled by frequency response of
LTI system (evaluated at complex sinusoidal frequency)

Scaling may attenuate input signal and shift it in phase

Example in continuous time: see handout F
Example in discrete time. Let x[n] =eien,

o

y[n] = Ze"”’("’"‘)h[m] —glon Zh[m] g-iom :ejrunH(w)

m=—x m=—a0
x[n]*hin] H(o)

H(w) is discrete-time Fourier transform of h[n]
H(w) is also called the frequency response

Frequency Response

 System response to complex sinusoid ei® " for all
possible frequencies o in radians per sample:

H(w)| ZH(w)|
stopband stopband S ;I:::er
+ + ‘ +—t P ‘ P
—Wstop —Wp ®p  Ostop
d
—-{ passband }-— delay (@) = _EZH (w) = kdelay

Lowpass filter: passes low and attenuates high frequencies

Linear phase: must be FIR filter with impulse response that is

symmetric or anti-symmetric about its midpoint
» Not all FIR filters exhibit linear phase

5-

Frequency Response

Continuous-time &' - H(jo) e'
LTI system cos(Qt) | H(j©2) |cos(Qt + 2H(j€2))
Discrete-time el He'”) elen

cos(wn) ‘ H(e')|cos(@n+ 2H(e”))

For real-valued impulse response H(e 7 ) = H*(e i)

Input e ’“"+el" = 2cos(wn)

Output H(e'@)ei*"+H(e!*)el*" =H"(e/*)e1*" + H(e!*)ei " =
‘H(e“”]e’““‘e‘"’ gion H(e"”Je"‘”‘e”’) glon _

Z‘H(e"“Jcos(wn +ZHe))

LTI system

5-14

Filter Design

Specify a desired Lowpass Filter Example
piecewise constant

magnitude response
Lowpass filter example 1
o € [0, op], mag € [1-5,, 1] o
o € [, ], mag e [0, 8]

Desired Magnitude Response

Transition band unspecified 5,

Symmetric FIR filter ©
. p ©s T

deSIQn methods Passband ~ Transition Stopband

Windowing band

Least squares 8, passband ripple | Red region
Remez (Parks-McClellan) | 8sstopband ripple is forbidden

5-16




Example: Two-Tap Averaging Filter

« Input-output relationship ~ h[n] Two-tapaveragingfilter
y[n]= % x[n] +E x[n-1]
« Impulse response

Yo

1 1 n
h[n]:Eﬁ[n]+55[n—l] 1 2 3
+ Frequency response x[n-1]
H(w):1+£e’j'“ x[n]—
22
H(w)=leﬂ%” R  hio] niil
2 |
i yin]
H(w)= cos(gj e 2
O 11cy P S I s

Cascading FIR Filters Demo

» Five-tap discrete-time averaging FIR filter with
input x[n] and output y[n]
y[n]= x{n]+ x[n—1]+ X[n— 2]+ x[n—3]+ x[n — 4]

Standard averaging filtering scaled by 5
Lowpass filter (smooth/blur input signal)
Impulse response is {1,1, 1,1, 1}

» First-order difference FIR filter

n|=xn1—x[n-1] h[n First-order difference
y[ ] [ ] [ ] [ ] impulse response

Highpass filter (sharpens
input signal)
Impulse response is {1, -1}

Example: First-Order Difference

« Input-output relationship ~ h[n]  First-order difference

1
y[n] = 7 x[n] -3 x[n-1]
+ Impulse response
1 1
hin]=>élnl-> oln—1] 4
+ Frequency response

11
H(w)==-Ze*
(@)=5-5¢

1 -itof +ito -jte
H(w)=59 2 (e e Zj

Y%

no

Cascading FIR Filters Demo

» DSP First, Ch. 6, Freq. Response of FIR Filters ﬁ

http://www.ece.gatech. DSP/DSPFirstCDAvisil ir i htm
For username/password help ==)
» From lowpass filter to highpass filter
original image — blurred image — sharpened/blurred image
» From highpass to lowpass filter
original image — sharpened image — blurred/sharpened image
» Frequencies that are zeroed out can never be
recovered (e.g. DC is zeroed out by highpass filter)
* Order of two LTI systems in cascade can be
switched under the assumption that computations
are performed in exact precision

5-20


http://www.ece.gatech.edu/research/DSP/DSPFirstCD/visible/chapters/6firfreq/demos/blockd/index.htm
http://www.ece.gatech.edu/research/DSP/DSPFirstCD/serial_number.html

Cascading FIR Filters Demo Importance of Linear Phase

* Input image is 256 x 256 matrix » Speech signals  Linear phase crucial
Each pixel represented by eight-bit number in [0, 255] Use phase differences in Audio
0is black and 255 is white for monitor display arrival to locate speaker Images

Once speaker is located, ears Communication systems
are relatively insensitive to

phase distortion in speech

« Each filter applied along row then column

Averaging filter adds five numbers to create output pixel  Linear phase response

Difference filter subtracts two numbers to create output pixel from that speaker Need FIR filters
« Full output precision is 16 bits per pixel Used in speech compression Realizable IIR filters
Demonstration uses double-precision floating-point data and in cell phones) cannot achieve linear

arithmetic (53 bits of mantissa + sign; 11 bits for exponent) / Ad=cAt | Phase response over all

p .
No output precision was harmed in the making of this demo © J @ 4 requenctes
/ (‘ o)
5-21 5-22

Importance of Linear Phase Finite Impulse Response Filters

code
» For images, vital visual information in phase

+ Duration of impulse response h[n] is finite, i.e.
zero-valued for n outside interval [0 M-1]:

y[n]=x[n]=h[n] th] n—mj= Zh[m] n—m]

Output depends on current input and prewous M-1 inputs

Summation to compute y[k] reduces to a vector dot product
between M input samples in the vector

{X[n], x[n—1], .. X(n—(M ~1)] }

Take FFT of image Take FFT of image Take FFT of image and M values of the impulse response in vector
Set phase to zero Set magnitude to one Set magnitude to one {h[O], hia], ..., h[M =11 }
Take inverse FFT Take inverse FFT Take inverse FFT . . .
Keep imaginary part Keep real part » What instruction set architecture features would you

add to accelerate FIR filtering?

o 5-23 5-24

« Original image is from Matlab =)

_FIR_Filters/Origi

http://users.ece.utexas.ed



http://users.ece.utexas.edu/~bevans/courses/rtdsp/lectures/05_FIR_Filters/Original Image.tif
http://users.ece.utexas.edu/~bevans/courses/rtdsp/lectures/05_FIR_Filters/ImagePhaseDemo.m
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Prof. Brian L. Evans
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The University of Texas at Austin

Lecture 6

Many Roles for Filters

» Noise removal
Signal and noise spectrally separated
Example: bandpass filtering to suppress out-of-band noise
» Analysis, synthesis, and compression
Spectral analysis
Examples: calculating power spectra (slides 14-10 and 14-11)
and polyphase filter banks for pulse shaping (lecture 13)
» Spectral shaping
Data conversion (lectures 10 and 11)
Channel equalization (slides 16-8 to 16-10)
Symbol timing recovery (slides 13-17 to 13-20 and slide 16-7)

Carrier frequency and phase recovery o

Outline

* Many roles for filters

« Two IIR filter structures
Biquad structure
Direct form implementations

« Stability

» Zand Laplace transforms

+ Cascade of biquads
Analog and digital IIR filters
Quality factors

» Conclusion

6-2

Digital IR Filters

« Infinite Impulse Response (IIR) filter has impulse
response of infinite duration, e.g.

h[n]:[%]nu[n] <—Z> H(Z)::ZD (%)nz’" :i [%z"]":h—%z’u = i‘

n=0 1-2z77
2

» How to implement the IIR filter by computer?
Let x[k] be the input signal and y[k] the output signal,

- Y@ Y(@)=——X@ Y12 yin-1-x{n]

X(2) 1—%2’1
Y(z)=H(z)X(z) 1
Y(Z)_E 7Y (2) = X(2)

Recursively compute outputy[n], n > 0, given y[-1] and x[n] 6-4



Different Filter Representations

» Difference equation » Block diagram
y[n]=%y[n—1]+%y[n—2]+x[n] representation
Recursive computation x[n] vyl

needs y[-1] and y[-2]
Forthe filter to be LTI,
y[-1]=0and y[-2] =0
» Transfer function
Assumes LTI system
Y@) :124\{(2) +1Z,ZY(2)+ X(2) Second-orQer fllter_sectlon
2 8 (a.k.a. biquad) with 2
Y@ :% poles and 0 zeros
X@ 120 -2e® —{polesat_0.183 and +0683 | 6.5

y[n-1]

y[n-2]

H(z)=

Discrete-Time IR Filter Design

« Biquad w/ zeros zpand z;  py(gy—c (2-%)N2-2)
and poles p, and p, (= )z-p)
Magnitude response ‘H(ew ‘ :W —2)e" :E)
la—b] is distance between ‘ 2 He'”*Z ‘
complex numbers a and b [H(e™) \c\miwi
[e* =l e~

|ei“— pg| is distance from point
on unit circle el and pole location p,

» When poles and zeros are separated in angle
Poles near unit circle indicate filter’s passband(s)

Zeros on/near unit circle indicate stopband(s)

6-7

Discrete-Time IIR Biquad

« Two poles and zero, one or two zeros
v[n]
x[n]

y[n]

Biquad isshort for
biquadratic—transfer
function is ratio of two
quadratic polynomials

* Overall transfer functlon
Y(z) (V@ )Y@ b+bz"+bz?
H(Z):xf: Y ST BTy
(z) \X@) \V(2) 1-az -a,z
Real a;, a, : poles are conjugate symmetric (« +j#) or real
Real by, by, b, : zeros are conjugate symmetric or real 6-6

Discrete-Time IR Biquad Examples
. z-7,)z-2, 172" J1-z2"
» Transfer function H(z)=C ((Z_ pﬁz— pl)) =C ((1_ p‘;z,l){l_ pIZ’l))
» When transfer function coefficients are real-valued
Poles (X) are conjugate symmetric or real-valued
Zeros (O) are conjugate symmetric or real-valued
« Filters below have what magnitude responses?

Im(z) Im(z) Im(z) ) lowpass
1 4 highpass
X X

., i bandpass
Re(2) < Re(2) N Re(2) - dsr,)t op
\_Lj{/ W allpass

"o notch?

Zeros are on the unit circle Poles have radius r s

Zeros have radius 1/r



A Direct Form IIR Realization

« 1IR filters having rational transfer functions

HE) _Y(@) _B@) _b+hz+ .. +byz™
X(z) A@) 1-az'-..-a,zV
« Direct form realization N N
Dot product of vector of N +1  ¥Inl = > a, yin-m}£ > b, xn—Kl'
coefficients and vector of current %% 7 /
inputand previous N inputs (FIR section)
Dot product of vector of M coefficients and vector of previous
M outputs (“FIR” filtering of previous output values)
Computation: M + N + 1 multiply-accumulates (MACs)
Memory: M + N words for previous inputs/outputs and
M+ N + 1 words for coefficients

6-9

Yet Another Direct Form IR

» Rearrange transfer function to be cascade of an
all-pole IR filter followed by an FIR filter

X(2)B(z) _ _X(2)
7/&(2) =V (z)B(z) where V(z)= AQ)

Here, v[n] is the output of an all-pole filter applied to x[n]:
v[n]=x[n]+> a, v[n-m]

Y(z)=

yinl=3b, vin K]
« Implementation complexity (assuming M 2> N)

Computation: M + N + 1 MACs

Memory: M double words for past values of v[n] and
M+ N + 1 words for coefficients

=) Y(z)[l—iam z"“j: )((Z)ZN:Dk 7"
m=1 k=0

Filter Structure As a Block Diagram

y[n]

i y[n]:zN;bk XIn—K]+

M

> a, yln-m]

Eull Precision

Wordlength of
y[0]is 2 words.
Wordlength of
y[n] increases
withn for n > 0.

Feed-
forward

yIn-M] 1 Mand N may
be different

Filter Structure As Block Diagram

ynl
v[n]=x[n]+ iam v[n—-m]

Y= 30, vin-K]

Eull Precision
Wordlength of y[0] is
2words and wordlength
of v[0] is 1 word.
Wordlength of v[n] and
y[n] increases with n.

Feedback §  Feed-
forward

M=2 yields
abiquad

Mand N may
be different




Review

Demonstrations Stability

« Signal Processing First, PEZ Pole Zero Plotter )y « Adiscrete-time LTI system is bounded-input
(pezdemo) fink bounded-output (BIBO) stable if for any bounded
input x[n] such that | x[n] | £ B; <o, then the filter
+ DSP First demonstrations, Chapter 8 HE) response y[n] is also bounded | y[n] | < B, <o
IR Filtering Tutorial () ik « Proposition: A discrete-time filter with an impulse
Connection Betweeen the Z and Frequency Domains () response of h[n] is BIBO stable if and only if
Time/Frequency/Z Domain Movies for IIR Filters (/1) i [h[n]|<co
Forusername/password help ==y P
fink Every finite impulse response LTI system (even after

implementation) is BIBO stable

A causal infinite impulse response LTI system is BIBO stable
ifand only if its poles lie inside the unit circle

6-13 6-14
Review
BIBO Stability Z and Laplace Transforms
* Rule #1: For a causal sequence, poles are inside the « Transform difference/differential equations into
unit circle (applies to z-transform functions that algebraic equations that are easier to solve
are ratios of two polynomials) OR « Are complex-valued functions of a complex
* Rule #2: Unit circle is in the region of convergence. frequency variable
(In continuous-time, imaginary axis would be in Laplace: s=c+j2nf
region of convergence of Laplace transform.) z: z=reio
+ Example: . u[n](i 1 - for |2|>fd * * Transform kernels are complex exponentials:
1-az eigenfunctions of linear time-invariant_systems
Stable if [a| < 1 by rule #1 or equivalently Laplace: est=got-j2zft =
Stable if [a| < 1 by rule #2 because |z|>|a| and |a|<1 Z: zN=(reie)n

dampening factor oscillation term -1


http://www.ece.gatech.edu/research/DSP/DSPFirstCD/visible/chapters/8feedbac/demos/recur/index.htm
http://www.ece.gatech.edu/research/DSP/DSPFirstCD/visible/chapters/8feedbac/demos/z2freq/index.htm
http://www.ece.gatech.edu/research/DSP/DSPFirstCD/visible/chapters/8feedbac/demos/3_domain/index.htm
http://www.ece.gatech.edu/research/DSP/DSPFirstCD/visible/chapters/8feedbac/demos/overview.htm
http://users.ece.gatech.edu/mcclella/SPFirst/Updates/SPFirstMATLAB.html
http://www.ece.gatech.edu/research/DSP/DSPFirstCD/serial_number.html

Z and Laplace Transforms Impulse Invariance Mapping

» No unique mapping from Z to Laplace domain » Mapping is z =e sTwhere T is sampling time T;
or from Laplace to Z domain ,m{s}/% 1t = 1_ =1, % iz}
Mapping one complex domain to another is not unique . 7o Letf, = 1 Hz o
» One possible mapping is impulse invariance Rl Relc}
Make impulse response of a discrete-time linear time- . ! !
invariant (LTI) system be a sampled version of the X 11 O o

impulse response for the continuous-time LTI system ) )
Poles:s=-1+j=2=0.198+j0.31(T=15)

Z Laplace Zeros: s=1+j = 7=1.469+)2.287 (T=15)
f[n] yn] F(t) y(t) Laplace Domain  Z Domain lowpass, highpass
Left-hand plane  Inside unit circle bandpass, bandstop
H(S) =H (21, Imaginary axis ~ Unit circle allpass or notch?
6-17 Right-hand plane Outside unit circle 6-18
Continuous-Time IIR Biquad Continuous-Time IIR Biquad
 Second-order filter section with 2 poles & 0-2 zeros + Impulse response with biquad with polesa + j b
1 - at
Transfer function is a ratio of two real-valued polynomials witha <0 but no zeroes:  h(t)=Ce™ cos(b t+0)

Pure sinusoid when a = 0 and pure decay when b =0
» Breadboard implementation

Consider a single pole at —1/(R C). With 1% tolerance on
breadboard R and C values, tolerance of pole location is 2%

Poles and zeros occur in conjugate symmetric pairs

» Quality factor: technology independent measure of
sensitivity of pole locations to perturbations

For an analog biquad with polesata + j b, where a <0, How many decimal digits correspond to 2% tolerance?
_y a’+b’ wherei <Q<w How many bits correspond to 2% tolerance?
-2a Maximum quality factor is about 25 for implementation of
Real poles: b = 0 s0 Q = % (exponential decay response) analog filters using breadboard resistors and capacitors.

Switched capacitor filters: Qs ~ 40 (tolerance ~ 0.2%)

Integrated circuit implementations can achieve Q. ~ 80
6-19 6-20

Imaginary poles: a = 050 Q = (oscillatory response)



Discrete-Time IR Biquad

« Forpolesata=jb=re=i6 where r=+a>+b’is
the pole radius (r < 1 for stability), withy = -2 a:

N@+ri? -y
2(1-r%)

Real poles:b=0and -1<a<1,sor=Ja]and y=+2aand
Q =% (impulse response is Cy a" u[n] + C; na™u[n])

Poleson unit circle: r = 1 so Q = oo (oscillatory response)

Imaginary poles: a =050 _114r® _114b°
r=blandy =0, and 21-r* 21-b°

16-bit fixed-point digital signal processors with 40-bit
accumulators: Qpay = 40

l Filter design programs often use r as approximation of quality factor l

Q=

where %§Q<oo

Classical IR Filter Design

» Classical IIR filter designs differ in the shape of
their magnitude responses

Butterworth: monotonically decreases in passband and
stopband (no ripple)

Chebyshev type I: monotonically decreases in passband but
has ripples in the stopband

Chebyshev type II: has ripples in passhand but monotonically
decreases in the stopband

Elliptic: has ripples in passband and stopband
» Classical IIR filters have poles and zeros, except
Continuous-time lowpass Butterworth filters only have poles
« Classical filters have biquads with high Q factors

6-23

IR Filter Implementation

» Same approach in discrete and continuous time

« Classical IIR filter designs

Filter of order n will have n/2 conjugate roots if n is even or
one real rootand (n-1)/2 conjugate roots if n is odd

Response is very sensitive to perturbations in pole locations
* Rule-of-thumb for implementing IIR filter
Decompose IR filter into second-order sections (biquads)

Cascade biquads from input to outputin order of ascending
quality factors

Foreach pair of conjugate symmetric poles in a biquad,
conjugate zeroes should be chosen as those closest in
Euclidean distance to the conjugate poles

Analog IR Filter Optimization

« Start with an existing (e.g. classical) filter design
 |IR filter optimization packages from UT Austin
(in Matlab) simultaneously optimize
Magnitude response
Linear phase in passband
Peak overshoot in step response
Quality factors



Analog IIR Filter Optimization

» Analog lowpass IR filter design specification
Spass= 0.21 at wpae= 20 rad/s and Sgop= 0.31 at wgo,= 30 rad/s
Minimized deviation from linear phase in passband
Minimized peak overshoot in step response
Maximum quality factor per second-order section is 10

Linearized -3

. Minimized

phasein | e peak
passband "} I overshoot
=+ —— Elliptic i —— Elliptic
- —— Optimized — Optimized
ol Q poles zeros Q poles zeros
§. 1.7 | -5.3533+j16.9547 | 0.0+j20.2479 0.68 | -11.4343+j10.5092 | -3.4232+j28.6856
D 610 -0.1636+j19.9899 | 0.0+j28.0184 10.00 -1.0926+21.8241 | -1.2725+j35.5476

optimized

MATLAB Demos Using fdatool #2

 1IR filter —elliptic
Use second-order sections
Filter order of 8 meets spec
Achieved Astop of ~80 dB
Poles/zeros separated in angle

* 1IR filter —elliptic
Use second-order sections
Increase filter order to 9

Eight complex symmetric
poles and one real pole:

@

— Zeros on or near unitcircle o
indicate stopband

— Poles near unit circle

indicate passband “4 O
— Two poles very close to T e
unit circle Same observations on left

6-27

MATLAB Demos Using fdatool #1

« Filter design/analysis * FIR filter —equiripple
+ Lowpass filter design Also called Remez Exchange or
specification (all demos) Parks-McClellan design
fpass = 9600 Hz Minimum order is 50
fstop = 12000 Hz Change Wstop to 80
fsampling = 48000 Hz Order 100 gives Astop 100 dB
Apass = 1 dB Order 200 gives Astop 175 dB
Astop = 80 dB Order 300 does not converge —
Und vsi how to get higher order filter?
° naer analysis menu . . .
.y » FIR filter — Kaiser window
Show magnitude response .
Minimum order 101 meets spec

MATLAB Demos Using fdatool #3

* 1IR filter —elliptic
Use second-order sections
Increase filter order to 20

Two poles very close to unit
circle but BIBO stable

© Tom?

Use single section (Edit menu)

— Oscillation frequency ~9
kHz appears in passband

— BIBO unstable: two pairs of
poles outside unit circle

©

o
0.0

1IR filter design algorithms return poles-zeroes-gain (PZK format):
Impact on response when expanding polynomials in transfer
function from factored to unfactored form




MATLAB Demos Using fdatool #4

« |IR filter - constrained
least pth-norm design . \
Use second-order sections i
Limit pole radii <0.95 : “‘
Increase weighting in / ’
stopband (WSstop) to 10
Filter order 8 does not meet ]
stopband specification

Filter order 10 does meet
stopband specification

Filter order mightincrease but worth it
for more robust implementation

Conclusion

» Choice of IIR filter structure matters for both
analysis and implementation

» Keep roots computed by filter design algorithms
Polynomial deflation (rooting) reliable in floating-point
Polynomial inflation (expansion) may degrade roots

» More than 20 IIR filter structures in use
Direct forms and cascade of biquads are very common choices

» Directform IIR structures expand zeros and poles
May become unstable for large order filters (order > 12) due

to degradation in pole locations from polynomial expansion

6-31

Conclusion

FIR Filters IIR Filters

Implementation Higher

Lower (sometimes by
complexity (1)

factor of four)

Minimum order | Parks-McClellan (Remez Elliptic designalgorithm

design exchange) algorithm (2)

Stable? Always May become unstable
when implemented (3)

Linear phase If impulse response is No, but phase may made

symmetric or anti- approximately linear over
symmetric about midpoint passband (or other band)

(1) For same piecewise constant magnitude specification

(2) Algorithm to estimate minimum order for Parks-McClellan algorithm by
Kaiser may be off by 10%. Search for minimum order is often needed.

(3) Algorithms can tune design to implementation target to minimize risk 6-30

Conclusion

« Cascade of biquads (second-order sections)
Only poles and zeros of second-order sections expanded
Biquads placed in order of ascending quality factors
Optimal ordering of biquads requires exhaustive search
» When filter order is fixed, there exists no solution,
one solution or an infinite number of solutions
* Minimum order design not always most efficient
Efficiency depends on target implementation
Consider power-of-two coefficient design
Efficient designs may require search of infinite design space

6-32
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EE445S Real-Time Digital Signal Processing Lab  Spring 2014 Outline

 Discrete-to-continuous conversion
Interpolation and Pulse Shaping * Interpolation
» Pulseshapes
Rectangular
Prof. Brian L. Evans Triangular
Dept. of Electrical and Computer Engineering Sinc

The University of Texas at Austin Raised cosine _ _
« Sampling and interpolation demonstration

« Conclusion

Lecture 7
7-2
Data Conversion Discrete-to-Continuous Conversion
« Analog-to-Digital Conversion » Input: sequence of samples y[n]
Lowpass filter has e + Output: smooth continuous-time function obtained
Istopbrz:md fr?quencz ] e 4—- Quantizer through interpolation (by “connecting the dots”)
ess than ¥z f; to reduce Flter
aliasing due to sampling f:rrﬁ,ﬂ',f];at If fo <%f, then yinl
(enforce sampling theorem) rate of f, y[n]=A cos(2z f, T,n+¢) 3 45 6 7
« Digital-to-Analog Conversion would be converted to EE Wy(t)n
Discrete-to-continuous Discrete to Analog Ft) = A cos(2 7 f,t+4) —
conversion could be as — gontinuous — Lownpass — 0
H onversion Filter
simple a_s sample and hold Otherwise, aliasing has occurred, and the converter would
Lowpass filter has storl)band reconstruct a cosine wave whose frequency is equal to the
frequency less than % f; to f aliased positive frequency that is less than % f;

reduce artificial high frequencies
7-3 7-4



Discrete-to-Continuous Conversion

« General form of interpolation is sum of weighted
pulses _ -
() =2yl p(t-T.n)

Sequence y[n] converted into continuous-time signal that is an
approximation of y(t)

Pulse function p(t) could be rectangular, triangular, parabolic,
sinc, truncated sinc, raised cosine, etc.

Pulses overlap in time domain when pulse duration is greater
than or equal to sampling period T

Pulses generally have unit amplitude and/or unit area
Above formula is related to discrete-time convolution

7-5
Rectangular Pulse
 Zero-order hold
Easy to implement in hardware or software
L1 1 P
p(t):m[ij: 1f-oT <t
T. 0 otherwise
5T, BT, t

The Fourier transform is

sin(x)

P(f)=T,sinc(z f T,)=T, where sinc(x) =

sin(z £ T,)
f

In time domain, no overlap between p(t) and adjacent pulses
p(t - Ts) and p(t + Ts)

In frequency domain, sinc has infinite two-sided extent; hence,
the spectrum is not bandlimited

» Using mathematical tables of

. . x| fx)

numeric values of functions to 0 00
compute a value of the function 1 10

» Estimate f(1.5) from table 2 4.0
Zero-order hold: take value to be (1) 3 9.0

Interpolation From Tables

to make f(1.5) = 1.0 (“stairsteps™)
Linear interpolation: average values of
nearest two neighbors to get f(1.5)=2.5
Curve fitting: fit four points in table to
polynomal ay + a; X + a, X2 + az x3
which gives f(1.5) = x2 =2.25 01 2 3

Sinc Function

sin(x)

sinc(x)=

How to compute sinc(0)?
As x — 0, numerator and
denominator are both going
to 0. How to handle it?

Even function (symmetric at origin)
Zero crossings at X =+, +27,+37,...
Amplitude decreases proportionally to 1/x



Triangular Pulse

 Linearinterpolation
It is relatively easy to implement in hardware or software,

although not as easy as zero-order hold p(t)
_m i < !
p(t)=A(TiJ= 1 T if T, <t<T,
s 0 otherwise T Tt

Overlap between p(t) and its adjacent pulses p(t- T,) and
p(t + Ts) but with no others
+ Fourier transformis p(f)=T, sinc?(f T,)
How to compute this? Hint: Triangular pulse is equal to 1/ T,
times the convolution of rectangular pulse with itself
In frequency domain, sinc(f T,) has infinite two-sided extent;

hence, the spectrum is not bandlimited
7-9

Raised Cosine Pulse: Time Domain

» Pulseshaping used in communication systems

t ) cos(2z aW t)

t) =sin¢| — | ———55
p) (Ts 1-16a°W?t

—
ideal lowpass filter ~Attenuation by 1/t2 for
impulse response large t to reduce tail

W is bandwidth of an
ideal lowpass response

a € [0, 1] rolloff factor

Zero crossings at
t=+T,,£2T,, ...

« See handout G in reader on raised cosine pulse

Sinc Pulse
« ldeal bandlimited interpolation

sm( t)
—sind Zt |- _\Ts e 1
P(t)—smc[Ts t]— . = P(f)—Ts rect[_l_s) W=

2T,

s

In time domain, infinsite overlap between other pulses
Fourier transform has extent f € [-W, W], where
P(f) is ideal lowpass frequency response with bandwidth W
In frequency domain, sinc pulse is bandlimited

+ Interpolate with infinite extent pulse in time?
Truncate sinc pulse by multiplying it by rectangular pulse

Causes smearing in frequency domain (multiplication in time
domain is convolution in frequency domain) 7-10

Raised Cosine Pulse Spectra

 Pulseshaping used in communication systems

Bandwidth increased v

by factor of (1 + a):
l+a)W=2W-f,
f, marks transition from

passband to stopband ——————

1 . 1
= ifO<|fl<f -
W | fl<f, ' a7
P(f)= L (g ginf ZLEIWDY) f<|fl<2W -1, f
4w 2W -2, a=1-
0 otherwise

Bandwidth generally scarce in communication systems 7.1




Sampling and Interpolation Demo

DSP First, Ch. 4, Sampling and interpolation, =)
http://www.ece.gatech.edu/research/DSP/DSPFirstCD/

Sample sinusoid y(t) to form y[n]
Reconstruct sinusoid using o
rectangular, triangular, or y(t)= Zy[n] p(t-T, n)
truncated sinc pulse p(t) n=-e
Which pulse gives the best reconstruction?
Sinc pulse s truncated to be four sampling periods
long. Why is the sinc pulse truncated?

What happens as the sampling rate is increased?

7-13

Conclusion

Discrete-to-continuous time conversion involves
interpolating between known discrete-time samples
y[n] using pulse shapep(t) , ¥

¥(t)= > yInl pt-T,n) 3 45 6 7

Comrﬁon pulse shapes l ! 2\KL‘L]/V?(O

Rectangular for same-and-hold interpolation

Triangular for linear interpolation

Sinc for optimal bandlimited linear interpolation but impractical

Truncated raised cosine for practical bandlimited interpolation
Truncation causes smearing in frequency domain

7-14



http://www.ece.gatech.edu/research/DSP/DSPFirstCD/visible/chapters/4samplin/demos/pulses/index.htm
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Quantization

Prof. Brian L. Evans
Dept. of Electrical and Computer Engineering
The University of Texas at Austin

Lecture 8

Resolution

* Human eyes
Sample received light on 2-D grid
Photoreceptor density in retina HHH
falls off exponentially away ERER
from fovea (point of focus)
Respond logarithmically to
intensity (amplitude) of light Foveated grid:
« Human ears point of focus in middle

Respond to frequencies in 20 Hz to 20 kHz range

Respond logarithmically in both intensity (amplitude) of
sound (pressure waves) and frequency (octaves)

Log-log plot for hearing response vs. frequency 8-3

Outline

+ Introduction

+ Uniform amplitude quantization

+ Audio

+ Quantization error (noise) analysis

* Noise immunity in communication systems
» Conclusion

« Digital vs. analog audio (optional)

8-2

Data Conversion
« Analog-to-Digital Conversion

Lowpass filter has g
stopband frequency =~ —1 Lowpass 47—- Quantizer [—

less than ¥ f; to reduce Filter

P M Sampler at
aliasing due to sampling sampling
(enforce sampling theorem) rate of f;

System properties: Linearity

Time-Invariance

Causality

Memory

+ Quantization is an interpretation of a continuous
quantity by a finite set of discrete values

8-4



Uniform Amplitude Quantization

* Round to nearest integer (midtread)
Quantize amplitude to levels {-2, -1, 0, 1}
Step size A for linear region of operation
Represent levels by {00, 01, 10,11} or

{10,11,00,01} ...

Latter is two's complement representation
* Rounding with offset (midrise)

Quantize to levels {-3/2,-1/2,

Represent levels by {11,10, 00,01} ...

a2l 2) 3
2-1 3

Step size §_[_§
E)

QI

1/2,3/2}

Used in
slide 8-10

Audio Compact Discs (CDs)

+ Analog lowpass filter __|
Passhand 0-20 kHz

Analog
Lowpass -
Filter

Transition band 20-22 kHz

Quantizer +

Sample at
44.1 kHz

Stopband frequency at 22 kHz (i.e. 10% rolloff)

Designed to control amount of aliasing that occurs
(and hence called an anti-aliasing filter)

« Signal-to-noise ratio when quantizing to B bits
1.76dB + 6.02 dB/bit * B = 98.08 dB
This loose upper bound is derived later in slides 8-10to 8-14

In practice, audio CDs have dynamic range of about 95 dB

8-7

« Signal-to-noise ratio in dB

 For linear systems,

Handling Overflow

« Example: Consider set of integers {-2, -1, 0, 1}
Represented in two's complement system {10, 11, 00, 01}.

Add (1) + (-1)+ (-1)+1+1

Intermediate computations are — 2, 1, -2, -1 for wraparound
arithmetic and -2, -2, -1, 0 for saturation arithmetic

» Saturation: When to use it?
If input value greater than maximum,

Native support in
MMX and DSPs

set it to maximum; if less than minimum, set it to minimum
Used in quantizers, filtering, other signal processing operators

* Wraparound: When to use it? Standard two’s
Addition performed modulo set of integers complement
Used in address calculations, array indexing behavior

Dynamic Range

Signal Power

Noise Power

=101log,, Signal Power —
10log,, Noise Power

SNR  =101log,,

dynamic range equals SNR

Why 10 logy, ?
Foramplitude A,
[Algs = 20 logy |A|
With power P o |A2,
Pgg = 10 logy, |A?
Pys = 20 logy, |A|

Lowpass anti-aliasing filter for audio CD format

Ideal magnitude response of 0 dB over passband
Agiopband = 0 dB — Noise Power in dB = -98.08 dB

8-8



Dynamic Range in Audio

. Anechoic room 10 dB
Sound Pl_ressure L_evel (SPL) Whisper 30 B
Reference in dB SPL_ is 20 uPa Rainfall 50 dB

(threshold of hearing) Dishwasher 60 dB
40 dB SPL noise in typical living room City Traffic 85 dB
120dB SPL threshold of pain Leel BN RO
Siren 120 dB

80 dB SPL resulting dynamic range -
. . A Slide by Dr. Thomas D.
» Estimating dynamlc range Kite, Audio Precision

(a) Find maximum RMS output of the linear system with some
specified amount of distortion, typically 1%

(b) Find RMS output of system with small input signal (e.g.
-60dB of full scale) with input signal removed from output

(c) Divide (b) into (a) to find the dynamic range

8-9

Quantization Error (Noise) Analysis

 Deterministic signal x(t) « Autocorrelation of x(t)
w/ Fourier transform X(f) R (7) = X(2)*X (-7)
Power spectrum is square of Maximum value (when it
absolute value of magnitude exists) is at Ry(0)
response (phase is ignored) Ry(t) is even symmetric,
P(f)=[X(F)f =X () X"(f) i.e. Ry(t) = Ry(-1)
Multiplication in Fourier domain i 1
is convolution in time domain
Conjugationin FQurie.r do.main is Rir) Tt
reversal & conjugation in time T,
X () X" (£) = F{x@)*x'(-7) |
T T T

Quantization Error (Noise) Analysis

» Quantization output + Assumptions
Input signal plus noise m e (-Mpax Mmax)
Noise is difference of Uniform midrise quantizer
outputand input signals Input does not overload
+ Signal-to-noise ratio quantizer
(SNR) derivation Quantization error (noise)

Quantize to B bits is uniformly distributed
Number of quantization

— Bj
m m v levels L = 28 is large

enough 1 1

Quantization error so that L1 L

4=Qy[ml-m=v-m
8-10

Quantization Error (Noise) Analysis

» Two-sided random signal n(t) P.(f)=F{R,(x) }
Fourier transform may not exist, but power spectrum exists
R,(D)=E{n)n"t+2) = n@)n"t+2)dt

R0 =E{n®n"t-2) }=[ n®)n"(t-2)dt=n(z)*n"(-)
For zero-mean Gaussian random process n(t) with variance 2
R,(2) =E{n(t)n"(t+7) }=0 when r %0
R(D)=E{n®)n"(t+7) }=0?6(r) —= R(f)=0"
» Estimate noise power
spectrum in Matlab : approximate

N=16384; % finite no. of samples noise floor
gaussianNoise = randn(N,1);

plot( abs(fft(gaussianNoise)) .~ 2); 8-12




Quantization Error (Noise) Analysis

» Quantizer step size
_2Myy  2Myy,

* Input power: Payeragem

L1 SR - Signal Power
» Quantization error Noise Power
—%Sqég SNR :L:gw :[32#] e
Q 'max

g is sample of zero-mean
random process Q

g is uniformly distributed

SNR exponential in B
Adding 1 bit increases SNR

by factor of 4

2 _ 24 2 R R )
o;=E{Q’} ) « Derivation of SNR in

X1 deciBels on next slide

gl=2 —Zm2 o728

12 3 ™

Total Harmonic Distortion (THD)

« A measure of nonlinear distortion in a system
Input is a sinusoidal signal of a single fixed frequency
From output of system, the input sinusoid signal is subtracted
SNR measure is then taken

» Inaudio, sinusoidal signal is often at 1 kHz
“Sweet spot” for human hearing — strongest response

+ Example SON oA
“System” is ADC e
Calibrated DAC ~ '¥*
Signal is x(t)
“Noise” is n(t)

n(t)

()

Quantization Error (Noise) Analysis

» SNR in dB = constant + 6.02 dB/bit * B tg;es*r?
10log,, SNR = 10 Iogm[[gl’;’%] 2ZBJ bound

= 10109, 3+1010G,0(Pygesn )~ 20 109, ) + 20 Blog,(2)

= 0.477+10100,0(Pysmgen )~ 20100,0(M,., )+ 6.02 B

1.76 and 1.17 are common constants used in audio
» What is maximum number of bits of resolution for
Audio CD signal with SNR of 95 dB
TI TLV320AIC23B stereo codec used on Tl DSP board ==

— ADC 90 dB SNR (14.6 bits) and 80 dB THD (13 bits) page 2-2

— DAC has 100 dB SNR (16 bits) and 88 dB THD (14.3 bits) page 2-3
8-14

Noise Immunity at Receiver Output

» Depends on modulation, average transmit power,
transmission bandwidth and channel noise

* Analog communications (receiver output SNR)

“When the carrier to noise ratio is high, an increase in the
transmission bandwidth B provides a corresponding
quadratic increase in the outputsignal-to-noise ratio or
figure of merit of the [wideband] FM system.”

— Simon Haykin, Communication Systems, 4" ed., p. 147.
 Digital communications (receiver symbol error rate)

“For code division multiple access (CDMA) spread spectrum
communications, probability of symbol error decreases
exponentially with transmission bandwidth By~
— Andrew Viterbi, CDMA: Principles of Spread
Spectrum Communications, 1995, pp. 34-36.



http://www.ti.com/lit/ds/symlink/tlv320aic23b.pdf

Optional

Conclusion Digital vs. Analog Audio

» Amplitude quantization approximates its input by

* An audio engineer claims to notice differences
adiscrete amplitude taken from finite set of values

between analog vinyl master recording and the

- Loose upper bound in signal-to-noise ratio of a remixed CD version. Is this possible?
uniform amplitude quantizer with output of B bits When digitizing an analog recording, the maximum voltage
Best case: 6 dB of SNR gained for each bit added to quantizer . Ievelzl forthe (_q;Jantilzer is “:_e rzaxtimzulTlvol:mje i:_the track
Key Ilmltat-lon: assumes Iarg.e num_ber c.>f Ievels-L =28 a;?g]gz g;ee::};ocrgsycﬂléinlggz \Evgre ref{;’%g dl ';t 1'2 ;?g;
* Best Casg |mprovement in noise immunity for Problem on a track with both loud and quiet portions, which
communication systems

occurs often in classical pieces
When track is quiet, relative error in quantizing samples grows
Contrast this with analog media such as vinyl which responds

Analog: improvement quadratic in transmission bandwidth
Digital: improvement exponential in transmission bandwidth

617 linearly to quiet portions o1
Optional
Digital vs. Analog Audio
» Analog and digital media response to voltage v
V, +(v-V, ) forv>V, vV, forv>V,
A(V) = v for-V,<v<y, DV)=3 v for-V,<v<V,
Vo=V -v)® forv<-v, -V, forv<-V,

* For a large dynamic range
Analog media: records voltages above V, with distortion
Digital media: clips voltages above V, to V,

» Audio CDs use delta-sigma modulation

Effective dynamic range of 19 bits for lower frequencies but
lower than 16 bits for higher frequencies

Human hearing is more sensitive at lower frequencies
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Accumulator architecture

T

Memory-register architecture

Load-store architecture

1

=

1

= C6000 instruction set architecture review
= Vector dot product example

= Pipelining

m Finite impulse response filtering

= Vector dot product example

= Conclusion

9-2

Program RAM Data RAM
or Cache
Addr T
Internal Buses m
Data
Pl -D1 .D2 o -‘[ Serial Port
& &
External o | ML | M2 o "‘| Host Port
Memory Z T 2 @
NN
o ol |52 |®
> L
Control Regs
C6200 fixed point CPU
C6400 fixed point
C6700 floating point
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= Address 8/16/32 bit data + 64-bit data on C67x

= Load-store RISC architecture with 2 data paths
» 16 32-bit registers per data path (A0-A15 and B0-B15)
» 48 instructions (C6200) and 79 instructions (C6700)

m Two parallel data paths with 32-bit RISC units
» Data unit - 32-bit address calculations (modulo, linear)
» Multiplier unit - 16 bit x 16 bit with 32-bit result
» Logical unit - 40-bit (saturation) arithmetic & compares
» Shifter unit - 32-bit integer ALU and 40-bit shifter
» Conditionally executed based on registers Al-2 & B0-2
» Can work with two 16-bit halfwords packed into 32 bits

9-4




= .M multiplication unit
» 16 bit x 16 bit signed/unsigned packed/unpacked
m L arithmetic logic unit
» Comparisons and logic operations (and, or, and xor)
» Saturation arithmetic and absolute value calculation
m .S shifter unit
» Bit manipulation (set, get, shift, rotate) and branching
» Addition and packed addition
= D data unit
» Load/store to memory
» Addition and pointer aritimetic

9-5

= Function unit access to register files
» Data path 1 (2) units read/write A (B) registers

» Data path 2 (1) can read one A (B) register per instruction
cycle with one-cycle latency

» Two simultaneous memory accesses cannot use registers
of same register file as address pointers
» Limit of four 32-bit reads per register per inst. cycle

m 40-bitlongs stored in adjacent even/odd registers
» Extended precision accumulation of 32-bit numbers
» Only one 40-bit result can be written per cycle
» 40-bit read cannot occur in same cycle as 40-bit write
» 4:1 performance penalty using 40-bit mode
9-6

= No ALU acceleration for bit stream manipulation

» 50% computation in MPEG-2 decoder spent on variable
length decoding on C6200 in C

» C6400 direct memory access controllers shred bit streams
(for video conferencing & wireless basestations)
m Branch in pipeline disables interrupts:
Avoid branches by using conditional execution
= No hardware protection against pipeline hazards:
Programmer and tools must guard againstit
m Must emulate many conventional DSP features
» No hardware looping: use register/conditional branch
» No bit-reversed addressing: use fast algorithm by Elster
» No status register: only saturation bit given by .L units
9-7

= Difference equation (vector dot product)
y(n)=2x(n)+3x(n-1)+4 x(n-2)+5x(n-3)
N-1
= Signal flow graph y(n) :Za(i) x(n—i)
i=0

Tapped
delay line

y(n)

= Dot product of inputs vector and coefficient vector

= Store input in circular buffer, coefficients in array
9-8




= Eachtap requires
» Fetching data sample
» Fetching coefficient

» Fetching operand 4
» Multiplying two numbers 6ne
» Accumulating multiplication result

» Possibly updating delay line (see below)

= Computing an FIR tap in one instruction cycle
» Two data memory and one program memory accesses
» Auto-increment or auto-decrement addressing modes
» Modulo addressing to implement delay line as circular buffer

9-9

= A vector dot product is common in filtering

N
Y =Y a(n) x(n)
n=1
» Store a(n) and x(n) into an array of N elements
= C6000 peaks at 8 RISC instructions/cycle
» For 300-MHz C6000, RISC instructions per sample
300,000 for speech (sampling rate 8 kHz)
54,421 for audio CD (sampling rate 44.1 kHz)

230 for luminance NTSC digital video
(sampling rate 10,368 kHz)

» Generally requires hand coding for peak performance

= Prologue
» Initialize pointers: A5 for a(n), A6 for x(n), and A7 for Y
» Move number of times to loop (N) into A2 ASfSl{ming
» Set accumulator (A4) to zero coefficients &
data are 16
= Inner loop bits wide
» Put a(n) into A0 and x(n) into A1 Reg

» Multiply a(n) and x(n)

» Accumulate multiplication result into A4

» Decrement loop counter (A2)

» Continue inner loop if counter is not zero
= Epilogue

» Store the result into Y

Reg Meaning

Coefficients a(n) a(n)
> N-n
(n) x

& | Datax(n) a njy\(n)

Using Adata path only

; clear A4 and initialize pointers A5, A6, and A7
MVK .S1 40,A2 ; A2 40 (loop counter)
loop LDH .D1 *A5++,A0 ; AO a(n), H = halfword
LDH .D1 *A6++,Al ; Al x(n), H= halfword
MPY .Ml AO,Al,A3 ; A3 a(n) * x(n)
ADD .L1 A3,AR4,Ad ; Y =Y + A3
SUB .L1 A2,1,A2 ; decrement loop counter
[A2] B .81 loop ; if A2 '= 0, then branch
STH .D1 A4, *A7 ; *A7 = Y

9-12




= MoVeKonstant

> MVK .S 40,A2 ; A2 = 40

> Lower 16 bits of A2 are loaded
= Conditional branch

» [condition] B .S loop

» [A2] means to execute instruction if A2 != 0 (same as C

language)

» Only Al, A2, BO, B1, and B2 can be used (not symmetric)
= Loading registers

» LDH .D *A5, A0 ;Loads half-word into AO from memory
= Registers may be used as pointers (*Al++)

= Implementation not efficient due to pipeline effects
9-13

= CPU operations
» Fetch instruction from (on-chip) program memory
» Decode instruction
» Execute instruction including reading data values
= Overlap operations to increase performance
» Pipeline CPU operations to increase clock speed over a
sequential implementation
» Separate parallel functional units
» Peripheral interfaces for I/O do not burden CPU

Sequential (Motorola 56000)
[ —
Fetch Decode Read txocmc’»—{

Pipelined (Most conventional DSP processors)
e ES s m|

—t—t——
Fetch Decode Read Execute
Superscalar (Pentium, MIPS) . L
e Managing Pipelines
—t—t— :
~compiler or programmer
(TMS320C6000)

Fetch Decode Read Execute

A «pipeline interlocking
Superpipelined (TMs320C6000) in processor (TMS320C30)
-

———————— *hardware instruction
- scheduling

Fetch  Decode Execute
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= One instruction cycle every clock cycle

m Deep pipeline
» 7-11 stages in C62x: fetch 4, decode 2, execute 1-5
» 7-16 stages in C67x: fetch 4, decode 2, execute 1-10
» Ifa branch is in the pipeline, interrupts are disabled
» Awvoid branches by using conditional execution
= No hardware protection against pipeline hazards

» Compiler and assembler must prevent pipeline hazards

= Dispatches instructions in packets

9-16




= Program fetching consists of 4 phases
» Generate fetch address (FG)
» Send address to memory (FS)
» Wait for data ready (FW)
» Read opcode (FR)
m Fetch packet consists of 8 32-bit instructions

FR

FS

m Decode stage consists of two phases
» Dispatch instruction to functional unit (DP)

» Instruction decoded at functional unit (DC)

9-18

elay

Execute
Phase

; clear A4 and initialize pointers A5, A6, and A7

MVK .S1 40,A2 ; A2 = 40 (loop counter)

loop LDH .D1 *A5++,A0 ; A0 = a(n), H = halfword
" LDH .D1 *A6++,Al ; Al = x(n), H = halfword

MPY .Ml AO,Al1,A3 ; A3 = a(n) * x(n)

ADD .L1 A3,A4,Ad ; Y = Y + A3

SUB .L1 A2,1,A2 ; decrement loop counter
[a2] B .S1 loop ; if A2 !'= 0, then branch

STH .D1 A4,*A7 ; *A7 =Y

Multiplication has a
delay of 1 cycle

—— Loadhas a
delay of four cycles
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F DP DC El E2 E3 E4 ES5 E6

Time (t) = 4 clock cycles

F DP DC El1 E2 E3 E4 E5 E6

Time (t) = 5 clock cycles

Time (t) = 6 clock cycles

Time (t) = 7 clock cycles




Time (t) = 8 clock cycles

; clear A4 and initialize pointers A5, A6, and A7
MVK .S1 40,A2 ; A2 40 (loop counter)

loop LDH .D1 *A5++,A0 ; A0 = a(n)
LDH .Dl1 *A6++,Al ; Al = x(n)
NOP 4
MPY .Ml AO,Al1,A3 ; A3 = a(n) * x(n)
NOP
ADD .L1 A3,A4,A4 ; Y =Y + A3
SUB .L1 A2,1,A2 ; d loop
[A2] B .81 1loop ; if A2 !'= 0, then branch
NOP 5
STH .D1 A4,*A7 ; *A7 = Y

Assembler will automatically insert NOP instructions

Assembler can also make sequential code parallel

9-26

= Split summation into two summations 16-bit data/
= Prologue coefficients
» Initialize pointers: A5 for a(n), B6 for x(n), A7 for y(n)
» Move number of times to loop (N) divided by 2 into A2
= Inner |00p Reg Meaning
» Put a(n) and a(n+1) in A0 and ff"";" ‘l I‘ (371:11))
x(n) and x(n+1) in Al (packed data) : (N- ;;) 2
> Multiply a(n) x(n) and a(n+1) x(n+1)
» Accumulate even (odd) indexed
terms in A4 (B4)

Yodd(n)
» Decrement loop counter (A2) ; - ga

m Store result

MVK .S1 0x0001,AMR ; modulo block size 272
MVKH .S1 0x4000,AMR ; modulo addr register B6
MVK .S2 2,A2 ; A2 = 2 (four-tap filter)
ZERO .L1 A4 initialize accumulators
ZERO .L2 B4

; initialize pointers A5, B6, and A7

fir LDW .D1 *A5++,A0 ; load a(n) and a(n+1)
LDW .D2 *B6++,Bl load x(n) and x(n+I)
MPY .M1X AO,B1l,A3 A3 = a(n) * x(n)
MPYH .M2X AO,B1,B3 B3 = a(n+l) * x(n+l)
ADD .L1 A3,A4,A4 yeven(n) += A3
ADD .L2 B3,B4,B4 yodd(n) += B3

[A2] SUB .S1 A2,1,A2 decrement loop counter

[A2] B .82 fir if A2 != 0, then branch
ADD .L1 A4,B4,Ad Y = Yodd + Yeven
STH .D1 A4,*A7 ; *AT = Y

Throughput of two multiply-accumulates per instruction cycle
9-28




= Conventional digital signal processors
» High performance vs. power consumption/cost/volume
» Excel at one-dimensional processing
» Have instructions tailored to specific applications
= TMS320C6000 VLIW DSP
» High performance vs. cost/volume
» Excel at multidimensional signal processing

» Maximum of 8 RISC instructions per cycle

= Webresources
» comp.dsp news group: FAQ
www. bdti.com/fag/dsp_faq.html
» embedded processors and systems: www.eg3.com
» on-line courses and DSP boards: www.techonline.com

= References

» R.Bhargava, R. Radhakrishnan, B. L. Evans, and L. K. John,
“Evaluating MMX Technology Using DSP and Multimedia
Applications,” Proc. IEEE Sym. Microarchitecture, pp. 37-46,
1998.http:/ww.ece.utexas.edu/~ravib/mmxdsp/

» B.L. Evans, “EE345S Real-Time DSP Laboratory,” UT Austin.
http:/mww.ece.utexas.ed u/~bevans/courses/realtime/

» B.L. Evans, “EE382C Embedded Software Systems,” UT
Austin.http://mww.ece.utexas.ed u/~bevans/courses/ee382c/
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Supplemental Slides

Coefficients

COEFFP .set 02000h ; Program mem address
X

.set 037Fh ; Newest data sample

LASTAP .set 037FH ; Oldest data sample
LAR AR3, #LASTAP ; Point to oldest sample
RPT #127 ; Repeat next inst. 126 times
MACD COEFFP, *- ; Compute one tap of FIR
APAC
SACH Y,1 ; Store result -- note shift

9-31

Supplemental Slides

C6200

Instr
Tota

* Does not count equivalent RISC operations for modulo addressing
**On the C6200, there is a performance penalty for 40-bit accumulation
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EE445S Real-Time Digital Signal Processing Lab  Spring 2014

Data Conversion

Slides by Prof. Brian L. Evans, Dept. of ECE, UT Austin, and
Dr. Thomas D. Kite, Audio Precision, Beaverton, OR

Dr. Ming Ding, when he was at the Dept. of ECE, UT Austin,
convertedslides by Dr. Kite to PowerPoint format

Some figures are from Ken C. Pohlmann, Principles of Digital
Audio, McGraw-Hill, 1995.

Lecture 10

Image Halftoning

 Error diffusion: Noise-shaping feedback coding
Contains sharpened original plus high-frequency noise
Human visual system less sensitive to high-frequency noise
(as is the auditory system)
Example uses four-tap Floyd-Steinberg noise-shaping
(i.e. afour-tap IIR filter)
» Image quality of halftones
Thresholding (low): error spread equally over all freq.
Ordered dither (medium): resampling causes aliasing
Error diffusion (high): error placed into higher frequencies
» Noise-shaped feedback coding is a key principle in

modern A/D and D/A converters
10-3

Image Halftoning

« Handout J on noise-shaped feedback coding

Different ways to perform one-bit quantization (halftoning)
Original image has 8 bits per pixel original image (pixel values

range from 0 to 255 inclusive)

 Pixel thresholding: Same threshold at each pixel

Gray levels from 128-255 become 1 (white)
Gray levels from 0-127 become 0 (black)

No noise
shaping

 Ordered dither: Periodic space-varying thresholding

Equivalent to adding spatially-varying dither (noise)
atinput to threshold operation (quantizer)

Example uses 16 different thresholds in a 4 x 4 mask

Periodic artifacts appear as if screen has been overlaid

Digital Hlftoning Methods

Clustered Dot Screening  Dispersed Dot Screening

No noise
shaping

Error Diffusion

10-2

AM Halftoning FM Halftoning FM Halftoning 1975

Blue-noise Mask Green-noise Halftoning Direct Binary Search

FM Halftoning 1993 AM-FM Halftoning 1992 FM Halftoning 1992
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Screening (Masking) Methods Grayscale Error Diffusion

» Periodic array of thresholds smaller than image » Shapes quantization error (noise)
Spatial resampling leads to aliasing (gridding effect) into high frequencies
Clustered dot screening produces a coarse image that is more « Type of sigma-delta modulation

resistant to printer defects such as ink spread

Dispersed dot screening has higher spatial resolution * Error filter h(m) is lowpass Ereor Diffusion
1 difference threshold current pixel Halftone

+ u(m)

b(m) \

I D) |
Clustered-dot
Thresholds = screen

Dispersed-dot

screen 1T 1

weights Spectrum
shape compute

222 LS IS 82 229 S lagss w0 - : loyd-Steinberg fiter h 10-6
{32 32'32'32'32'32'32'32'32'32'32'32'32' 32 32 32} eror (noise)  error (noise) Floya-Steinberg filer h(m)

Cost of Multibit Conversion Part I:

Old-Style A/D and D/A Converters Brickwall Analog Filters

» Used discrete components (before mid-1980s)

Gain (dB)
NN
228TEEE=

« A/D Converter Analog W
. — i Input Outy
Lowpass filter has Loshass Quantizer sk B R ot
stopband frequency Sampler at ' ' 00100101 1 1020100
of ¥ f sampling Frequency (kHz)
s rate of f; A B
» D/A Converter -
Lowpass filter has Discreteto Analog g
ntinuous Lowpass 5
stopband frequency Conversion Filter Input E Output & 7
of 5 I T T 1 Ti g
215 000100101 1 10 20 100
Discrete-to-continuous c Frequency (kHz)
conversion could be as f Pohlmann Fig. 3-5 T les of passive Chebyshev I filt Dd thei
: ohlmann Fig. 3-5 Two examples of passive Chebyshev lowpass filters and their
5|mple as Sample and hold frequency responses. A Apassive low-order filter schematic. B. Low-order filter

10-7 frequency response. C. Attenuation to -90 dB is obtained by adding sections to 10-8
increase the filter’s order. D. Steepness of slope and depth of attenuation are improved.




Cost of Multibit Conversion Part I1:
Low- Level Linearity
T

10.000

Amplitude deviation (4B)
=

—5.000

~10.000
- 120 -1 - 100 -800 -800 ~700 ~60.0
Absolute amplitude (4B)

Pohlmann Fig. 4-3 An example of a low-level linearity measurement of a
D/A converter showing increasing non-linearity with decreasing amplitude. 0
10

Solution 1: Oversampling

Brick-wall
§ anti-image filter
%};:Y ,—h f—’jf—'—\[—'—v_'_\ A Abrick-wall filter must
L i sharply bandlimit the
1823

26 441 882 176.4 22056
Frequency (kHz) output spectra.

B. With four-times

g
2 Digital filts s
2 / el fler ,’y—'—\ oversampling, images
5 2;’ o ;5’2”""3;;“ appear only at the
. : [ 1784 2205 i
Frequency (kitpy  OVersampling frequency.

C. The output sample/hold

% Sl reponse S/H) circuit can be used t
[ circuit can be used to
5%‘4—\1/ (sH
882 323

5 441 1764 Y further suppress the
Frequency (kHz)  Oversampling spectra.

Pohlmann Fig. 4-15 Image spectra of nonoversampled and oversampled reconstruction.
Four times oversampling simplifies reconstruction filter.
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Solutions

Oversampling eases analog filter design

Also creates spectrum to put noise at inaudible frequencies

Add dither (noise) at quantizer input
Breaks up harmonics (idle tones) caused by quantization

Shape quantization noise into high frequencies

Auditory system is less sensitive at higher frequencies

State-of-the-art in 20-bit/24-bit audio converters

Oversampling 64x 256x 512x
Quantization 8 bits 6 bits 5 bits

Additive dither ~ 2-bitAPDF  2-bitA PDF  2-bit A PDF
Noise shaping 5t /7t order 5™/ 7thorder 5t/ 7thorder
Dynamic range  110dB 120dB 120dB 1010

Solution 2: Add Dither

o 0111
=

2 oo

1000 ~=~==============~

0101 fm-mmm o mm oo

0100
A Time B 0100 T
1000 1000 == == mm m = m e
o 0111 @ 0111 - | u
3 oo IR
2 0110 2 oo
< o101 5 17717 YU IR RS
AR AT - WTE . 0100

Pohlmann Fig. 2-8 Adding dither at quantizer input alleviates effects of quantization error.

A An undithered input signal with amplitude on the order of one LSB.

B. Quantization results in a coarse coding over two levels. C. Dithered input signal.
D. Quantization yields a PWM waveform that codes information below the LSB.
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Time Domain Effect of Dither

Ampitude
asalitte

A A1 kHz sinewave with amplitude of C Modulation carries the encoded
one-half LSB without dither produces a sinewave information, as can be seen
square wave. after 32 averagings.

Asigat

RN (PRACAAL

B Dither of one-third LSB rms amplitude is D Modulation carries the encoded
added to the si before izatic i information, as can be seen after
resulting in a PWM waveform. 960 averagings.

Pohlmann Fig. 2-9 Dither permits encoding of information below the least significant bit.
Vanderkooy and Lipshitz.
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Solution 3: Noise Shaping

We have a two-bit DAC and four-bit input signal words. Both are unsigned.

Input
signal
words

To Going from 4 bits down to 2 bits increases

DAC noise by ~ 12 dB. However, the shaping
eliminates noise at DC at the expense of
increased noise at high frequency.

added
N noise
Assume input = 1001 constant
Adder Inputs Output 1248
Time Upper Lower Sum to DAC (@bits)
1 1001 00 1001 10
2 1001 01 1010 10 f
3 1001 10 1011 10 / \
4 1000 11 1100 11 If signal is in Let’s hope this is
Periodic this band, you are above the passband!
Average output = 1/4(10+10+10+11)=1001 etter offt (oversample)

=> 4-bit resolution at DC! 10-15

Frequency Domain Effect of Dither

undithered dithered undithered dithered

& S akl
AL - |

L

Pohlmann Fig. 2-10 Computer-simulated quantization of alow-level 1- kHz sinewave
without, and with dither. A. Input signal. B. Output signal (no dither). C. Total error signal
(no dither). D. Power spectrum of output signal (no dither). E. Input signal. F. Output signal
(triangualr pdf dither). G. Total error signal (triangular pdf dither). H. Power spectrum of
output signal (triangular pdf dither) Lipshitz, Wannamaker, and Vanderkooy 10-14

Putting It All Together

« A/D converter samples at f; and quantizes to B bits
» Sigma delta modulator implementation
Internal clock runs at M f

FIR filter expands wordlength of b[m] to B bits
dither

10-16
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Some figures are from Ken C. Pohlmann, Principles of Digital

Audio, McGraw-Hill, 1995.

« Upsampling by 4 (denoted byT4)

Lecture 11

Digital 4x Oversampling Filter

h
1

T FIR Filter
' .

1

________________________ | 1 2
Digital 4x Oversampling Filter

Input to Upsampler by 4
28 bits
176.4 kHz

n

Output of Upsampler by 4

n

Foreach input sample, output the input B VRRRE

sample followed by three zeros
Four times the samples on outputas input
Increases sampling rate by factor of 4

Output of FIR Filter

12345678

» FIR filter performs interpolation

Multiplying 16-bit data and 8-bit coefficient: 24-bit result
Adding two 24-bit numbers: 25-bit result
Adding 16 24-bit numbers: 28-bit result -3

11111y,

Solutions

Oversampling eases analog filter design

Also creates spectrum to put noise at inaudible frequencies
Add dither (noise) at quantizer input

Breaks up harmonics (idle tones) caused by quantization
Shape quantization noise into high frequencies
Auditory system is less sensitive at higher frequencies
State-of-the-art in 20-bit/24-bit audio converters
Oversampling 64x 256x 512x
Quantization 8 bits 6 bits 5 bits
Additive dither ~ 2-bitAPDF 2-bitA PDF  2-bit A PDF
Noise shaping 5t /7t order 5™/ 7thorder 5t/ 7thorder
Dynamic range  110dB 120dB 120dB 1.

Oversampling Plus Noise Shaping

{I6bit
4.1 kHz

Moise shaping | 176kHz

A
Noise shaping
B characteristic
2
k- Naise level
& without shaping
P T e
0 T
20 88
B Frequency (kHz)

Pohlmann Fig. 4-17 Noise shaping following oversampling decreases in-band quantization
error. A Simple noise-shaping loop. B. Noise shaping suppresses noise in the audio band;
boosted noise outside the audio band is filtered out. 11-4
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Oversampling and Noise Shaping

—| 1.8t

Nyquist

- sampling

8

E First order -

G noise shaping %

= u
E

Oversampling R
012 12
Frequency

Pohlmann Fig. 16-4 With 1-bit conversion, quantization noise is quite high.
In-band noise is reduced with oversampling. With noise shaping, quantization
noise is shifted away from the audio band, further reducing in-band noise.

First-Order Delta-Sigma Modulator

Assume quantizer adds

y uncorrelated white noise n
(model nonlinearity as
additive noise)

) s J‘ _1 . . '[ 1
Continuous time: s Discrete time: 1.1
X(s)-Y(s
v(s):%m(s) Y@ -(X@-Y@); IZ,]+N(z)
Y= x(9 + NG 3 11
s+l s+l Y(2)=—2—X(2) + = —*_N@)
2= 1, 2, 1.4
signal transfer  noise transfer 1_52 2
function (STF)  function (NTF) e AT
signal transfer noise transfer
STF ) NTE | function (STF) function (NTF)

” Higher-order modulators
o
1

« Add more integrators 1.7
« Stability is a major issue )

Oversampling and Noise Shaping

L
15
"
1 Fourth
2 ondee
u
10
o Third
'S ISR S order
*
&
B Secomi
order
. .
P SO s et
! d R g
L H S
0 [A A A i
@ 3 H

Frequeney
Pohlmann Fig. 16- 6 Higher orders of noise shaping result
in more pronounced shifts in requantization noise.

Noise-Shaped Feedback Coder

» Type of sigma-delta modulator (see slide 9-6)
* Model quantizer as LTI [Ardalan & Paulos, 1988]
Scales input signal by a gain by K (where K > 1)
Adds uncorrelated noise n(m)

X Ky
ore_ B.2) K um) u(m)

“X@ 1+(K-1)HQ) _’- S‘_ -
u(m) b(m) o ignal Pat

B.(2) u,(m) () + n(m)

NTF = =1-H(2)

T N(@2)

NTF is highpass => H(z) is lowpass —> STF passes
low frequencies and amplifies high frequencies -8

Noise Path



Third-order Noise Shaper Results

T T
20kHz 0B SNA(§47) » 123,12 3B

Level 1dB)

- ; wdh

i 8.2 1764
% Frequancy (KHz)

Pohlmann Fig. 16-13 Reproduction of a 20 kHz waveform showing
the effect of third-order noise shaping. Mmatsushita Electric

19-Bit Resolution from a CD: Part 11

s I
Pohlmann Fig. 16-28 An oo T [T
example of noise shaping - 1s ! -
showing the spectrum of a 1
kHz, -90 dB sinewave (from
Fig. 16-27). :

A Original 20-bit recording el
B. Truncated 16-bit signal -
C. Dithered 16-bit signal KK
D. Noise shaping reduces low
and medium frequency noise.

s

Leved (4}

-1 1

e ;
; |
e
ey i)

Sony’s Super Bit Mapping
uses psycho-acoustic noise
shaping (instead of sigma-
delta modulation) to convert
studio masters recorded at 20-
24 bits/sample into CD audio
at 16 bits/sample. All Dire
Straits albums are available in ¢ B
this format.

Lewes ()

T a0 wn s o
Frrquensy iz)

1-11

19-Bit Resolution from a CD: Part |

Pohlman Fig. 6-27 An T: I - !

example of noise shaping ™ ! ] ™ I Ll
showing a1kHz si £ om { v .m N N
with -90 dB amplitude; 7 ool =T
measurements are made with - =

a 16 kHz lowpass filter. -t [ -

A. Original 20 bit recording. e I bl

B. Truncated 16 bit signal. e

C. Dithered 16 bit signal. T ) e et
D. Noise shaping preserves
information in lower 4 bits.

'L 16 40 A3 B3 W ERIATAS B0 W0 40 50 43 6B 80 WE1S0 1A 160 1D S0
- Time () T ()
[
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Open Issues in Audio CD Converters

» Oversampling systems used in 44.1 kHz converters
Digital anti-imaging filters (anti-aliasing filters in the case of
A/D converters) can be improved (from paper by J. Dunn)

» Ripple: Near-sinusoidal ripple of passband can be
interpreted as due to sum of original signal and
smaller pre- and post-echoes of original signal
Ripple magnitude and no. of cycles in passband correspond to

echoes up to 0.8 ms either side of direct signal and between -
120and -50 dB in amplitude relative to direct
Post-echo masked by signal, but pre-echo is not masked
Solutionis to reduce passhand ripple. Human hearing is no
better than 0.1 dB at its most sensitive, but associated pre-
echo from 0.1 dB passband ripple is audible.
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Open Issues in Audio CD Converters

 Stopband rejection (A/D Converter)

Anti-aliasing filters are often half-band type with only 6 dB
attenuation at 1/2 of sampling rate.

Do not adequately reject frequencies that will alias.

Ideal filter rolls off at 20 kHz and attenuates below the noise
floor by 22.05 kHz, but many converter designs do not
achieve this

» Stopband rejection (D/A Converter)

Same as for A/D converters

Additional problem: intermodulation products in passband.
Signal from the D/A converter fed to a (power) amplifier
which may have nonlinearity, especially at high frequencies

where the open loop gain is falling. s

Super Audio CD (SACD) Format

* One-bit digital audio bitstream
Being promoted by Sony and Philips (CD patents expired)
SACD player uses a green laser (rather than CD's infrared)
Dual-layer format for play on an ordinary CD player

» Direct Stream Digital (DSD) bitstream

Produced by 1-bit 5th-order sigma-delta converter operating at
2.8224 MHz (oversampling ratio of 64 vs. CD sampling)

Problems with 1-bit converters: distortion, noise modulation,
and high out-of-band noise power.
» Problems with 1-bit stream (S. Lipshitz, AES 2000)
Cannot properly add dither without overloading quantizer

Suffers from distortion, noise modulation, and idle tones
11-15

Audio-Only DVDs

« Sampling rate of 96 kHz with resolution of 24 bits
Dynamic range of 6.02 B + 1.17 = 145.17dB
Marketing ploy to get people to buy more disks

« Cannot provide better performance than CD
Hearing limited to 20 kHz: sampling rates > 40 kHz wasted

Dynamic range in typical living roomis 70 dB SPL
Noise floor 40 dB Sound Pressure Level (SPL)
Most loudspeakers will not produce even110dB SPL

Dynamic range in a quiet room less than 80 dB SPL
No audio A/D or D/A converter has true 24-bit performance
* Why not release a tiny DVD with the same capacity
as a CD, with CD format audio on it?

11-14

Conclusion on Audio Formats

» Audio CD format
Fine as a delivery format
Converters have some room for improvement
* Audio DVD format
Not justified from audio perspective
Appears to be a marketing ploy
» Super Audio CD format
Good specifications on paper
Not needed: conventional audio CD is more than adequate
1-bit quantization cannot be made to work correctly
Another marketing ploy (17-year patents expiring)
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Lecture 12 http://courses.utexas.edu/

Communication Systems

Communication System Structure

 Information sources

Voice, music, images, video, and data (baseband signals)
» Transmitter

Signal processing block lowpass filters message signal

Carrier circuits block upconverts baseband signal and bandpass
filters to enforce transmission band

baseband baseband bandpass bandpass baseband baseband

Signal | || Carrier || Transmission |.,| Carrier | | Signal [,
m(t): | Processing Circuits Medium Circuits Processing |im(t)

s(t)

—|

TRANSMITTER CHANNEL "®

RECEIVER

Outline

* Analog communication systems
* Channel impairments
* Hybrid communication systems

» Analog pulse amplitude modulation

Review

Communication Channel

» Transmission medium
Wireline (twisted pair, coaxial, fiber optics)
Wireless (indoor/air, outdoor/air, underwater, space)
» Propagating signals degrade over distance
» Repeaters can strengthen signal and reduce noise

baseband baseband bandpass bandpass baseband baseband
_i,| Signal | | Carrier |.,| Transmission |: ,| Carrier | | Signal |,
m(t): | Processing Circuits Medium Circuits Processing |:r(t)

s(t)

TRANSMITTER CHANNEL "® RECEIVER



Wireline Channel Impairments

+ Linear time-invariant effects

Attenuation: dependent on channel frequency response
Spreading: finite extent of each transmitted pulse increases
%) Yo(t)

input - output
% P Communication P

Model channel as h(t) ()
A LTI system with 1 AT
— impulse response

— —_ — «—t t
Channel V
N H() YO AT,

Kot h(t)

Bitof ‘0’ or ‘1” Assume that T, < Ty

Home Power Line Noise/Interference

Power Spectral Density Estimate

75

, |
. |

-

T, |
o Y raa i

Power/frequency (dB/Hz)

-115 |

-120

-125}
0

10 20 30 60

<
3
®
8
9
8

40 50
Frequency (kHz)

Measurement taken on a wall power plug in an
apartment in Austin, Texas, on March 20, 2011

i t & T+%

Wireline Channel Impairments

 Linear time-varying effects

Phase jitter: sinusoid at same fixed frequency experiences
different phase shifts when passing through channel

Visualize phase jitter in periodic waveform by plotting it over
one period, superimposing second period on the first, etc.

« Nonlinear effects

Harmonics: due to quantization, voltage rectifiers, squaring
devices, power amplifiers, etc.

Additive noise: arises from many sources in transmitter,
channel, and receiver (e.g. thermal noise)

Additive interference: arises from other systems operating in
transmission band (e.g. microwave oven in 2.4 GHz band)
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Home Power Line Noise/Interference

Power Spectral Density Estimate

|

-

Power/frequency (dB/Hz)
—

o] 3
-115 |

pectrally-Shaped i
ackground Noise |

Al 50 60 70 80 90
Frequency (kHz)
Measurement taken on a wall power plug in an
apartment in Austin, Texas, on March 20, 2011



Home Power Line Noise/Interference Home Power Line Noise/lnterference

Power Spectral Density Estimate

Power Spectral Density Estimate

Periodic and
75 - A Asynchronous
{NarrowbangHnterferen I' 4 {-Narrowbang-nterferenc I"/ <11 inferterence
N 85 lh T lh
< <
[CaJ [Taj
S s N -.rml s | ﬁl pd
) VAN YN /
L Il LS I/
§ 110 | § - I
S -115 '[ | S -115| '[ |
-120 I Spectrally-Shaped ] -120 I Spectrafly-Shaped ]
125} I Backgrou dNoi<eI T 125k I Backgroul dNoi<eI T
10 4 50 60 70 80 90 0 10 4 50 60 70 80 90
Frequency (kHz) Frequency (kHz)
Measurement taken ona wall power plug in an 12.9 Measurement taken on a wall power plug in an 12-10
apartment in Austin, Texas, on March 20, 2011 apartment in Austin, Texas, on March 20, 2011
Wireless Channel Impairments Hybrid Communication Systems
« Same as wireline channel impairments plus others » Mixed analog and digital signal processing in the
« Fading: multiplicative noise transmitter and receiver
Talking on a mobile phone and reception fades in and out Example: message signal is digital but broadcast over an
Represented as time-varying gain that follows a particular analog channel (compressed speech in digital cell phones)
probability distribution « Signal processing in the transmitter
» Simplified channel model for fading, LTI effects [ a0 || Cof:gstfm L[ g | [ oA |
and additive noise m@ | Converter | |~ codes | L_Signaling |~ converter
y@ FR ] " « Signal processing in the receiver baseband signal
_| AID || Equalizer | | Detection | | Decoder | ,| Waveform |_,| D/A |,
Generator

digital digital code

12-11 sequence sequence 12-12



Optional

Pulse Amplitude Modulation (PAM)

* Amplitude of periodic pulse train is varied with a
sampled message signal m(t)

Digital PAM: coded pulses of the sampled and quantized
message signal are transmitted (lectures 13 and 14)

Analog PAM: periodic pulse train with period Ty is the carrier

(below)
m(t) /><\ s(t) = p(t) m(t)
p(t) \\’/

1.0 0.

T T, T+T, 2T, 12-13

Optional

Analog PAM
* Transmitted signal « Equalization of sample
s = Y mT,nht-T,n) and hold distortion
L added in transmitter
= 2 m(Tn) (5T, n)*h(t) .
H(f) causes amplitude
distortionand delay of T/2
Equalize amplitude

Msarpiea(t) distortion by post-filtering

+ Fourier transform with magnitude response
S(F) = Mype(f)H(T) 1 1 7t

= fsiM(f—fsk)H(f)
&
H(f)=Tsinc(z f T)e 127172
=Tsinc(z f T)e!"'T

- [i m(T, n) 5(t-T, n)]*h(t)

[

(less than 0.5%) if T

12-15

H(f) Tsinc(z fT) sin(z fT)

Negligible distortion T _q4

Optional
Analog PAM

* Pulse amplitude varied < Transmitted signal
with amplitude of s(t)= Y. m(T, n) h(t-T,n)

n=—x

sampled message = sample  hold
Sample message every T h(t) is a rectangular pulse
Hold sample for T seconds of duration T units
(T<Ty) 1 for0<t<T
Bandwidth o< 1/T h(t)=41/2 fort=0,t=T
{ 0 otherwise

s(t)

e O AsT 0,

Tih(t) S50

T T T, T+T, 2T 12-14
Optional
Analog PAM

* Requires transmitted pulses to
Not be significantly corrupted in amplitude
Experience roughly uniform delay
» Useful in time-division multiplexing
public switched telephone network T1 (E1) line
time-division multiplexes 24 (32) voice channels
Bit rate of 1.544 (2.048) Mbps for duty cycle < 10%
+ Other analog pulse modulation methods
Pulse-duration modulation (PDM),
ak.a. pulse width modulation (PWM)
Pulse-positionmodulation (PPM): used

in some optical pulse modulation systems.
12-16
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Digital Pulse Amplitude
Modulation (PAM)

Prof. Brian L. Evans
Dept. of Electrical and Computer Engineering
The University of Texas at Austin

Lecture 13
Introduction
- Convert bit stream into pulse stream input _output
Group stream of bits into symbols of J bits o © 3d
Represent symbol of bits by unique amplitude 0 d
Scale pulse shape by amplitude
. -d
« M-level PAM or simply M-PAM (M =23 | *
Symbol period is Ty, and bit rate is J fy, n @ -3d
Impulse train has impulses separated by Tqm 4-PAM

Constellation
Map

Pulse shape may last one or more symbol periods

Pulse
e oA e L e
Irm(®) | $*(0)

bit J bits per symbol impulse  baseband
stream symbol amplitude train waveform 13-3

Outline

+ Introduction

« Pulse shaping

» Pulse shaping filter bank
« Design tradeoffs

» Symbol recovery

Pulse Shaping
+ Without pulse shaping S(t)= i 8, 8(t-KT,,)
One impulse per symbol period k=
Infinite bandwidth used (not practical) [ Kkisasymbol index |

» Limit bandwidth by pulse shaping (FIR filtering)
Convolutionof discrete-time signal a, g (¢) - z a g (t-kT,,)
and continuous-time pulse shape Pt o
Fora pulse shape lasting Ny T, seconds, Ny pulses overlap in
each symbol period

Pulse
ﬂ Paralel H onisloton | 3 m'?fjiirF shaper |-
grn(®) ] $*()

bit J bits per symbol impulse  baseband
stream symbol amplitude train waveform 13-4




2-PAM Transmission

[e—

+ 2-PAM example (right) 4 ||
Raised cosine pulse with +of ‘
peak value of 1 “ ‘ / Ly
What are d and Ty ? h"‘:'f’.h 1[\ '
How does maximum --U \
amplitude relate to d? BAY
 Highest frequency Y2 fgn, L o]
Alternating symbol amplitudes +d, -d, +d, ... time (ms)

.| Serial/ ., ,|Mapto PAM Impulse ;gg:r
-1 Parallel » J |constellation| a, | modulator ram() S*(t)
bit J bits per symbol impulse  baseband
stream symbol amplitude train waveform 13-5

Pulse Shaping Block Diagram

a, ) [ Tramemit
L [~{grmlm—{D/A

symbol sampling sampling  cont. cont.
rate rate rate time time

» Upsampling by L denoted as L
Outputs input sample followed by L-1 zeros
Upsampling by L converts symbol rate to sampling rate

* Pulse shaping (FIR) filter grg,[m]

Fills in zero values generated by upsampler

Multiplies by zero most of time (L-1 out of every L times)
13-7

PAM Transmission

» Transmitted signal

S*(t) = Z a gTSym (t -k Tsym)
k=0

« Sample at sampling time Tg: lett=(n L+ m) T,

L samples per symbol period Tgm i.e. Ton =L T

n is the index of the current symbol period being transmitted

mis asamplemindex within nth symbol (i.e, m=0,1, ..., L-1)

sLn+m]= > a, gr,, [L (N—k)+m]
k=-2

Serial/ Map to PAM tL siilf:r
s*(t)

1 | Parallel| “j |constellation| a, Gl
sym)

bit J bits per symbol impulse  baseband baseband

stream symbol amplitude train  waveform  waveform

Digital Interpolation Example

28 bits Input to Upsampler by 4
176.4 kHz

n
________________________ '
. - . 0 1 2
Digital 4x Oversampling Filter
Output of Upsampler by 4

« Upsampling by 4 (denoted by14) I
Output input sample followed by 3zeros ¢ 5352555 s
Fourtimes the samples on outputas input Output of FIR Filter
Increases sampling rate by factor of 4 )
* FIR filter performs interpolation 012345678

Lowpass filter with stopband frequency @gqppang <7/ 4
For fampiing = 176.4 kHz, ® = mt / 4 corresponds to 22.05 kHz

13-8




Pulse Shaping Filter Bank Example

* L =4 samples per symbol
» Pulse shape g[m] lasts for 2 symbols (8 samples)

bits " ...8,8,89 pEl ...000a,000a,
== encoding 14 == Lemm

s[m] = xm] * g[m] s[0] = ao g[0] s[4] = ap g[4] + &y 9[0]
— slll=adi] s[5] = ap 9[5] + a; g[1]
s[2] = a0 g[2] s[6] = ao g[6] + &y g[2]
s[3] = ao 93] s[7] = ap 9[7] + a; g[3]

L polyphase filters
PovP . S[ALS[0]

m=0

sml  Filter
Bank

Commutator  13-9
(Periodic)

9[0].941
9[1].951
g[2].9l6}
931971}

...,s[5],s[1]

...,s[6],s[2]

...,s[71,s[3]

Pulse Shaping Filter Bank Example

+ Pulse length 324 samples and L = 4 samples/symbol
stneml= 3 a6, [LO-+n]
Kone2 om to each output sample
» Derivation: let t3: (n+m/L) Toym
ETW} Y a, gTw(nT +M —kTSme m=0,1..,L-1

L &, sym L sym
» Define mth polyphase filter

m
grm‘m[n]: gTsw(nTsym +fTsym] m=0,1..,L-1

s*[nTsym +

» Four six-tap polyphase filters (next slide)
. m n+3
S (nTsym +ITsym)= z Ay ng,m[n_k]

k=n-2
13-11

Pulse Shaping Filter Bank

an Transmit
T ol {0

symbol sampling sampling  cont. cont.
rate rate rate time time

» Simplify by avoiding multiplication by zero
Split long pulse shaping filter into L short polyphase filters

operating at symbol rate
[Sraml [T

Transmit
D D/A

Filter Bank
Implementation

s(Ln+(L-1) 13-10

Pulse Shaping Filter Bank Example

FiterNe. 1
‘ 24 samples
Grsymo[N] inpulse
4 samples
per symbol
Polyphase filter 0 response
is the first sample of the

pulse shape plus every
fourth sample after that

x marks
samples of
polyphase

filter

Polyphase filter 0 has only one non-zero sample. 13-12



P

ulse Shaping Filter Bank Example

FilerNo.2

24 samples
inpulse

4 samples
per symbol

Greym,1[N] I

Polyphase filter 1 response
is the second sample of the
pulse shape plus every
fourth sample after that

x marks
samples of
polyphase
filter

25 30

13-13

Pulse Shaping Filter Bank Example

FiterNo. 4

24 samples
inpulse

4 samples
per symbol

gTsym,S[n]

Polyphase filter 3 response
is the fourth sample of the

pulse shape plus every
fourth sample after that

x marks
samples of
polyphase

filter

2‘5 30
13-15

Pulse Shaping Filter

FiterNo. s

Bank Example

24 samples
inpulse

4 samples
per symbol

Greym,2[N]

Polyphase filter 2 response
is the third sample of the
pulse shape plus every

fourth sample after that

x marks
samples of
polyphase
filter

25 80

13-14

Pulse Shaping Design Tradeoffs

Computation | Memory | Memory Memory
in MACs/s size in reads in writes in
words words/s words/s
Direct
structure (L Ng)(L fgym)
(slide 13-7)
Filter bank
structure L Ng foym
(slide 13-10)

foym Symbol rate
L samples/symbol

Ny duration of pulse shape in symbol periods

13-16



Optional
Symbol Clock Recovery

Transmitter and receiver normally have different
oscillator circuits

Critical for receiver to sample at correct time
instances to have max signal power and min ISI

Receiver should try to synchronize with
transmitter clock (symbol frequency and phase)
First extract clock information from received signal

Then either adjust analog-to-digital converter or interpolate
Next slides develop adjustment to A/D converter
Also, see Handout M in the reader

13-17

Optional
Symbol Clock Recovery

Fourier series representation of E{ p(t) }

- jko, 1 (T _iko.
E{p(t)} = Z P e ' here p, :—j; E{p(t)}e " dt

s

In terms of g,(t) and usmg Parseval’s relation

jgl the Hontdt = 7-[6 a))G1 kg, — a))da)

sym o

Fourier series representatlon of E{ z(t) }

2, = pH(koy, )= Hlkoy,) IG ()G, (koy, o)
p(t)

x(t) % R;EZ?EH SquarerH HB(PO':) H PLL }—

qe L) 2(t) 1319

Optional

Symbol Clock Recovery

* gy(t) isimpulse response of LTI composite channel

of pulse shaper, noise-free channel, receive filter
qt)=s")*g,(t) = Z a, 0,(t-kT,,)

pH)=0*(t)= Z Z a,a, g (t—kT,,) g,(t—mT,,) ai(D)is

deterministic
K=o m=

E{p(t)}= Z ZE{ak 3, }0,(t-KTy,) 0,t-MTy0) [ Efayam} = a2 8[k-m]

k=—m0m=

—aZZgl(t KTym)
p(t)

x(t) #Rg(:i';'e SquarerH S(F;F) H PLL }—

q(t) () 2(t) 13-18

| Periodic with period Tym |

Optional

Symbol Clock Recovery

With G;(0) = X(®) B(®)
Choose B(w) to pass + %20, 2 p=0except k=-1,0,1
Z = pkH(ka)sym)= H(ka)sym)2 T IG a))Gl(ka)sym a))dw
Choose H(w) to pass togm = Zk =0exceptk=-1,1
{zt)} =z, "t =t 1 el = 2c08(eo,,t)
B(w)is Iokwpass filter with @ pagspand = ¥2 @ gym

H(w) is bandpass filter with center frequency oy,
p(t)

x(t) % R;ig;’eH SquarerH E(F;F) H PLL }—

q() (1) 2(t) 13-20
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Matched Filtering and Digital
Pulse Amplitude Modulation (PAM)

Slides by Prof. Brian L. Evans and Dr. Serene Banerjee
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« Transmission on communication channels is analog

The University of Texas at Austin

Lecture 14

Transmitting One Bit

- One way to transmit digital information is called
2-level digital pulse amplitude modulation (PAM)

%)
‘0’ bit
yy

output

—

input Additive Noise
Channel
x(t) ()
How does the

receiver decide
which bit was sent?

yo(t)  receive
‘0° bit

T
: \_4 '

vty  receive
L bi

j bit
%

t

14-3

Outline

- Transmitting one bit at a time

.

Matched filtering
+ PAM system

+ Intersymbol interference

- Communication performance
Bit error probability for binary signals
Symbol error probability for M-ary (multilevel) signals

- Eye diagram

Transmitting One Bit

+ Two-level digital pulse amplitude modulation over

channel that has memory but does not add noise

%(®)
0’ bit

e input

— —

t X(t)

LTI
Channel

output

—

y(t)

x(t)

1.
Kot c(t)
‘17 bit

Model channel as
LTI system with
impulse response

c(t)
’7 l

Yo(t)

T

%:()

receive
‘0’ bit

Tt T

receive
‘1” bit

s

Assume that Ty, < Ty

t



Transmitting Two Bits (Interference)

« Transmitting two bits (pulses) back-to-back
will cause overlap (interference) at the receiver

yoO "y

X(t) c(t)
A * i_l 1 = )
25 ‘A}r”h

% t koo N\ t
-ATh \ .
“Ibit 07bit Assume that Tp < Ty 1 bit W40 bit
- Sample y(t) at Ty, 2 Ty, ..., and ]
threshold with threshold of zero Intersymbol
« How do we prevent intersymbol IEREIEeR

interference (1SI) at the receiver?

Digital 2-level PAM System

ace{-AA} s(t) x® oy yt)
b; 1
bits Sample at| 0
t=iT, bits
Clock T, sﬁ;;:r Avv\\;((t;)N mg}(t:eh f d l Threshold A
Clock T,
N(O, Nof2) ~No ofPo
. . o= AT In( p]]
Transmitter Channel Receiver °
. . Pois the
- Transmitted signal S(t)=>a, g(t-kT,) | probaility
bit ‘0’ sent

k
» Requires synchronization of clocks
between transmitter and receiver

Preventing ISI at Receiver

+ Option #1: wait T, seconds between pulses in
transmitter (called guard period or guard interval)

>

% t L W%
-ATh
“1° bit 0" bit Assume that T < Ty Lbit 0 bit
Disadvantages?
+ Option #2: use channel equalizer in receiver
FIR filter designed via training sequences sent by transmitter
Design goal: cascade of channel memory and channel
equalizer should give all-pass frequency response

X() o) Yo
1 * 1 =
| T ' | [ /\TM;

Matched Filter

+ Detection of pulse in presence of additive noise
Receiver knows what pulse shape itis looking for

Channel memory ignored (assumed compensated by other
means, e.g. channel equalizer in receiver)

0) 0 - ) ey [Tisthe
? symbol

Pulse t=T .
signal Matched period
w(t) filter
Additive white Gaussian y(t) = gt)*h(t) + w(t) *h(t)
noise (AWGN) with zero =g, () +n(t)

mean and variance N, /2



Matched Filter Derivation

 Design of matched filter
Maximize signal power i.e. power ofg,(t) =g(t)*h(t)att=T
Minimize noise i.e. power of n(t) = w(t)*h(t)

« Combine design criteria

max 77, where 77 is peak pulseSNR

Tis the
_19,(T)* _ instantaneous power symbol
T E{n*(t)}  average power period
g(t) @ X JShey | YO < yM
Pulse t=T
signal Matched
w(t) filter 1o
Power Spectra

« Two-sided random signal n(t) P.(f)=F{R,(x) }
Fourier transform may not exist, but power spectrum exists
R,(D)=E{n()n"t+2) |=[ n@)n"t+2)dt

R0 =E{n®n"t-2) j=[ n®)n"(t-2)dt=n(z)*n"(-)
For zero-mean Gaussian random process n(t) with variance 2
R,(2) =E{n(t)n"(t+7) }=0 when z 0
R(D)=E{n®)n"(t+7) }=0?6(r) ——= R(f)=0c"
- Estimate noise power
spectrum in Matlab : approximate

N =16384; % finite no. of samples noise floor
gaussianNoise = randn(N,1);
plot( abs(fft(gaussianNoise)) .~ 2);

14-11

Power Spectra

» Deterministic signal x(t)
w/ Fourier transform X(f)
Power spectrum is square of
absolute value of magnitude
response (phase is ignored)
PD) =X (D =X(F) X"(1)
Multiplication in Fourier domain
is convolution in time domain
Conjugation in Fourier domain is 0 L
reversal & conjugation in time
X(£) X" () = F{x@)*x" () }

« Autocorrelation of x(t)
R.(2) = x(2)*X (~7)
Maximum value (when it
exists) is at Ry(0)
R,(t) is even symmetric,
i.e. Ry(t) =Ry(-1)
X(®)

4
Bl
~

Matched Filter Derivation

Noise power
a(®) /_"_\ X(t) h(t) y(t) N y(M spectrum S, (f)
ND
Pulse t=T 2
signal w(t)  Matched filter f
N
+ Noise n@®=w®)*h(t) Su(f)=Sw(f)S,(f)= 2”|H(f)|2

AWGN  Matched

E{nz(t)}= TSN(f)df =%T|H(f)|2 df filter

+ Signal g,()=g®*h(®)  Gy(f) = H(F)G(f)
Go(t) = [H(F)G(f)e! " df

Tis the

2 T j2x fT 2 SymbOI
|goMF= | JH(OG(F)e™ Tdf | period | s

—




Matched Filter Derivation

- Find h(t) that maximizes pulse peak SNR 7
|TH(f)G(f)e‘2”” df P

a
n= By
NO 2
—2 [|H(f df
2£| ] ie
b

* Schwartz’s inequality

.
Forvectors:  |a' b [<[a] [[b]l < cosf=—22
llal ol
oo 2 o0 0
For functions: |[4,() ¢ 00X < [lg00/"dx [lg,(0f dx

upper bound reached iff ¢ (x)=k ¢,(x) VkeR

14-13

Matched Filter

« Impulse response is hyy(t) = k g*(T - 1)
Symbol period T, transmitter pulse shape g(t) and gain k
Scaled, conjugated, time-reversed, and shifted version of g(t)
Duration and shape determined by pulse shape g(t)

« Maximizes peak pulse SNR
2 % 2 5 2E,
== ||G(f)fdf = t)[* dt="""=SNR
e NOL' (=3 £|g()| 5
Does not depend on pulse shape g(t)
Proportional to signal energy (energy per bit) E,
Inversely proportional to power spectral density of noise

14-15

Matched Filter Derivation
Let ¢(f)=H(f) and ¢,(f)=G"(f)ei2~'"
I[H(T)G(F) el ™ df < [IH(F)F of [1G(F)F df

0
©

[[H(F)G(f)e!* ™ df P

- < 2 [l
= IR df Tis the
- symbol
T :Ni I |G(f)[ df ,which occurs when period
0 -

Hop(f)=kG™(f)e?*'T vk by Schwartz 's inequality
Hence, h,,(t) =k g"(T -1)

14-14

Matched Filter for Rectangular Pulse

+ Matched filter for causal rectangular pulse shape
Impulse response is causal rectangular pulse of same duration
« Convolve input with rectangular pulse of duration
T sec and sample result at T sec is same as
First, integrate for T sec

Second, sample at symbol period T sec Sample and dump
Third, reset integration for next time period l
« Integrate and dump circuit
I —i T
t=nT T

h(t) =_ 14-16



Digital 2-level PAM System

ace{-AA} s(t) x®) oy yt)
bi 1
bits Sample af 0
t=iT, bits
Clock T, sz:';:r ) matched | rreshold 2
Clock T,
N(O, No/2) o= N, n( Py ]
Transmitter Channel Receiver AT AP
i i Pois the
- Transmitted signal s(t) :Zak gt-kT,) probability
. ) A k bit ‘0’ sent
« Requires synchronization of clocks
between transmitter and receiver
14-17
Eliminating ISI in PAM
« One choice for P(f) isa 1 .
— W< f<W
rec_tangular pulse P(f)=]2W
W is the bandwidth of the 0 few
system Rl
Inverse Fourier transform
of a rectangular pulse is P(f)= 1 rect(L)
isa sinc function 2w 2w

p(t) =sinc(2 zW t)
« Thisis called the Ideal Nyquist Channel

- Itis not realizable because pulse shape is not
causal and is infinite in duration

14-19

Digital 2-level PAM System

- Why is g(t) a pulse and not an impulse?
Otherwise, s(t) would require infinite bandwidth
st)=>ast-kT,)
We limit its bandwidth bky using a pulse shaping filter

+ Neglecting noise, would like y(t) = g(t) * c(t) * h(t)
to be a pulse, i.e. y(t) = u p(t) , to eliminate ISl

y(t) = ﬂz a, p(t—KkT,)+n(t) where n(t) =w(t)*h(t)

p(t)is
centered
atorigin

=Yt =8 pt—iT)+ D> 3 p((i—K)T,) + n(t)
K ki
actual value intersymbol noise
(note that t; =i Tp) interference (ISI)

Eliminating ISI in PAM

14-18

+ Another choice for P(f) is a raised cosine spectrum
1

= o<l fl<t,
2w
P(fy =42 [asinf ZLEEWIN g oy caw
aw W -2,
0 Wt <] fl<2w

+ Roll-off factor gives bandwidth in excess

of bandwidth W for ideal Nyquist channel

- Raised cosine pulse  p(t) = sinc(t—] cos(2raW )

T
has zero ISI when °

N

1-16a°W?t?

Samp|ed Correcﬂy ideal Nyquist channel dampening adjusted by

impulse response  rolloff factor &

- Letg(t) and h(t) be square root raised cosine pulses

14-20



Bit Error Probability for 2-PAM

T, is bit period (bit rate is f, = 1/T,)

s(t) ,@. r(t) ?/i s(t)=§au g(t-kT,)

Sample at r(t) =s(t) +w(t)
Matched t=nTy
w(t)  filter ()= h(t)* r(t)
w(t) is AWGN with zero mean and variance c?
» Lowpass filtering a Gaussian random process
produces another Gaussian random process
Mean scaled by H(0)
Variance scaled by twice lowpass filter’s bandwidth

+ Matched filter’s bandwidth is % f,

14-21

Bit Error Probability for 2-PAM

Symbol amplitudes of +A and -A
» Rectangular pulse shape with amplitude 1
- Bitduration (T,) of 1 second

» Matched filtering with gain of one (see slide 14-15)

Integrate received signal over nth bit period and sample
n+l

r=[r@dt P (1)
—+A+ " ‘/*\J‘A f
=+ njw(t)dt A ° A
—+tA+v, Probability density function (PDF)

14-23

Bit Error Probability for 2-PAM

+ Noise power at matched filter output

v(nT) = Th(f)w(n'r —r)dr Filtered noise =T

E{?(nT)}= E{[J‘i h(z)w(nT — r)drT} Noise power

([ [ o (e)wT )3, ()T —7,)drd e}

—-

— [ [or (200, ()BT — 5)w(nT 5,3 rdr,

o? 8(m-1)

" 1 Oy 12 e
_ 22 _ 2 2 —
=0 ih (D)dr=0 Zﬂizu (o)==

14-22

Bit Error Probability for 2-PAM

+ Probability of error given that -T -1
transmitted pulse has amplitude —-A :

P(error|s(nT,) =—-A) = P(-A+v, >0) =P(v, > A) = P[V—" >AJ
o o
. Bandom variable PDF forv, /o
~ js Gaussian with PNDgffr
zero mean and 0.1
variance of one Ale

YU ALTL T oA
P(error|s(nT)=—A)=P(;> j_ me 2 dv Q(UJ

o
l Q function on next slide ‘
14-24
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Q Function
- Q function -
I P
Q(X)—mie dy

« Complementary error
function erfc

erfc(x) = %Te"zdt
T x

« Relationship Erfc[x] in Mathematica

Q) = %erfc[%] erfc(x) in Matlab

14-25

PAM Symbol Error Probability

+ Set symbol time (T,,) to 1 second 3d
» Average transmitted signal power

. d d
Pugna = E{a"z}xil 1G: (@) doo = E{al} ) g
Gr(w) square root raised cosine spectrum a4
. I\I/I_Ijvél PAM sk//lmbol amputudes 9PAM  4-PAM
=@, el 0 T Constellation points
« With each symbol equally likely with receiver
M L2 decision boundaries

e ey Qi VRN
Puigna = ; = 2@ =(M* D)

2
14-27

Bit Error Probability for 2-PAM

+ Probability of error given that T =1
. . b—
transmitted pulse has amplitude A

P(error | s(nT,) = A)=Q(A/ o)

« Assume that 0 and 1 are equally likely bits
P(error) = P(A)P(error [ s(nT,) = A) + P(=A)P(error [ s(nT,) = —A)
=%Q[A)+%Q[éj =Q(5j=o(ﬁ)
o o o

where, p=SNR = A—Z
o

L

1 e?

QWp) < ———

- Probability of error exponentially 2? Ve
decreases with SNR (see slide 8-16) for large positive o

14-26

PAM Symbol Error Probability

+ Noise power and SNR  « Consider M-2 inner

1 oeni? N N levels in constellation
Proise =5~ —r do==" i d
2z J, 2 2 Erroronly if |v, [>
N 2
two-sided power spectral where o= N° /2
density of AWGN Probability of error is
! 2_ 2 d
SNR = Do _2(M7-1) d” P(lv, [>d)=2 Q(i)
Noise 3 ND o

- Consider two outer

+ Assume ideal channel, levels in constellation

i.e. one without ISI d
r,=a,+v, P(v, >d) =Q[*j
—— o

channel noise after matched 14-28
filtering and sampling



PAM Symbol Error Probability

« Assuming that each symbol is equally likely,
symbol error probability for M-level PAM

_M-2( (d)), 2 (d)_2M-1 (d
el rel) -l

M-2 interior points 2 exterior points

» Symbol error probability in terms of SNR

1
_ 5 P 2
p-2M-1g ( 3 SNR]Z since SNR = onat_ 4 (2 )
M Y (mM7o1 e 30

14-29

Eye Diagram for 2-PAM

« Useful for PAM transmitter and receiver analysis
and troubleshooting

Sampling instant

M=2
rgin¢0ve ise
| Distortion over
Slope indicates H zero crossing
sensitivity to
timing error
Intervial over which it can be sampled

t-Tym  t t+ Ty
« The more open the eye, the better the reception

14-31

Visualizing ISl

- Eye diagram is empirical measure of signal quality

< & 0Ty —KTyy)

x(n)= 3 8 9(nT,, ~kTy,)=0(0)| 3, + ). a, g"(o) =
k=—0 k=-n

« Intersymbol interference (ISI):

i nT,, —KT. i KT,
DS(M —1)d Z g( sym sym) :(M —1)d z g( sym)
k=—o0,k=n g(o) k=—o0,k=n g(o)
Raised cosine filter has zero
ISI when correctly sampled
14-30
Eye Diagram for 4-PAM
Dueto
startup
transients.
Fixisto
discard first
few symbols
equal to
number of
symbol
periods in
pulse shape.

Time 14-32



EE445S Real-Time Digital Signal Processing Lab  Spring 2014 Introduction

. . - Digital Pulse Amplitude Modulation (PAM)
Quad rature Ampl |tUde M OdU Iatlon Modulates digital information onto amplitude of pulse

(QAM) Transmitter May be later upconverted (e.g. to radio frequency)
 Digital Quadrature Amplitude Modulation (QAM)

Two-dimensional extension of digital PAM
Baseband signal requires sinusoidal amplitude modulation
Prof. Brian L. Evans May be later upconverted (e.g. to radio frequency)

Dept. of Electrical and Computer Engineering + Digital QAM modulates digital information onto

The University of Texas at Austin pu"c'e? that are _modulated_ onto )
Amplitudes of a sine and a cosine, or equivalently

Amplitude and phase of single sinusoid

Lecture 15
Review Review
Amplitude Modulation by Cosine Amplitude Modulation by Sine
CHO=xO oS0 W)= Exere) Exo-0) YOO s )= xera) X 0-a)
Assume x(t) is an ideal lowpass signal with bandwidth @, Assume X,(t) is an ideal lowpass signal with bandwidth «,

Assume @, << @,

Assume o, << @,
: ‘ Y (@) is imaginary-valued if X,(w) is real-valued

Yi(w) is real-valued if X;(w) is real-valued

Xo() i Yo(w) i _
Xy(w) 1 YXy(@ + @y) Yi(®)  yx(o-a) 1 JVZXZ(‘UM}“) " (=0
% ! o,
i ; H D~ ‘ .t o
4 4 @ H H
t t - -@e— -t H H
-0, 0 o @ -~ -0t o 0 - ote, © - 0 o e —o, @t 2 H
. -, . JYo  Remeemeennnd
Baseband signal Upconverted signal Baseband signal Upconverted signal

+ Demodulation: modulation then lowpass filtering - Demodulation: modulation then lowpass filtering

15-3 15-4



Baseband Digital QAM Transmitter

» Continuous-time filtering and upconversion

iln]

Index Pulse shapers

(FIR filters)

Bits Serial/
—“ parallel
converter

-

Delay matches delay through 90° phase shifter
Delay required but often omitted in diagrams

4-level QAM
Constellation 15-5

Hilbert Transformer

e Continuous-time ideal « Discrete-time ideal
Hilbert transformer Hilbert transformer

H(f)=—json(f) H () =—json(®)
Uxt) iFt=0 2sin*(mn/2) g

h(t)={ hin] = {” n
0 ift=0 0 if n=0

h(t) \ |
-\ z

h[n]

Even-indexed
samples are zero

Phase Shift by 90 Degrees

* 90° phase shift performed by Hilbert transformer

cosine =>sine cos(27 f, t):%&(f + f0)+%5(f )

sine=>—cosine  sin(2z f, ) :%5” + fo)—%é(f —1,)

« Frequency response |H(f)=—json(f)

Magnitude Response Phase Response
[H(F)I ZH(f)

— S
f - f

-90°

All-pass except at origin

Discrete-Time Hilbert Transformer

« Approximate by odd-length linear phase FIR filter

Truncate response to 2 L + 1 samples: L samples left of
origin, L samples right of origin, and origin

Shift truncated impulse response by L samples to right to
make it causal

L is odd because every other sample of impulse response is 0

» Linear phase FIR filter of length N has same phase

response as an ideal delay of length (N-1)/2
(N-1)/2is an integer when N isodd (here N=2 L + 1)

» Matched delay block on slide 15-5 would be an

ideal delay of L samples
15-8



Baseband Digital QAM Transmitter

im]

Index Pulse shapers

(FIR filters)

s(t
Serial/ O
—“> parallel

converter

.

100% discrete time i[n]

Index

Bits -
— ,f;gﬁg Pulse shapers ~ COS(coo M) s(t)
FIRi i
1 | converter ( ilters)  sin(w, m)
L samples/symbol qln]

(upsampling factor)

Performance Analysis of PAM

. d
* Decisionerror  p (e)=P(v(nT,,,) >d):2Q(— [T, J
for inner points I ‘ ’ ‘ oV

+ Decisionerror B, (e) = P(v(nT,,,) > d) =Q(Q\/T5Tm)
for outer points o

d
P, (€) = P(v(nT,,,) <-d) = P(v(nT,) >d) = Q(; lTsymj
» Symbol error probability

_M72 i i =2(M71) g
PE) == RO+ P @+ -R (€)== Q(U\/ﬁj

0.

8-level PAM

Constellation 4

15-11

Performance Analysis of PAM

« If we sample matched filter output at correct time
instances, nT,,, without any ISI, received signal

X(nTsym) = S(nTsym) +V(nTsym) V(nT) -~ N(O; GZ/Tsym)

where transmitted signal is
. . d
s(NT,,) =&, = (2i-1)d fori=-M2+1,..., M2 :
v(t) output of matched filter G,(w) for input of d
channel additive white Gaussian noise N(0; c?) -d
G(w) passes frequencies from -wgm/2 t0 wgn/2, _ad
where ogm =21 fon =21/ Tyn 4-level PAM
» Matched filter has impulse response g,(t) | Constellation

15-10

Performance Analysis of QAM

 If we sample matched filter outputs at correct time
instances, nTy,,, without any ISI, received signal
X(nTsym) = S(nTsym) +V(nTsym)
» Transmitted signal
s(NTym) =8, +jb,=(2i-Dd +j(2k-1d
Wh.ere ike{-1,0,1,2}% for 16jQAM 4-level QAM
+ Noise v(nT,) =V, (nT;,)+jVo(nTy,)  Constellation
Forerror probability analysis, assume noise terms independent
and each term is Gaussian random variable ~ N(0; 6%/Tgy)
In reality, noise terms have common source of additive noise in
channel

15-12



Performance Analysis of 16-QAM

Q

» Type 1 correct detection ‘0l élé|e
R(©) =P(v,("T,,,) <d &[vo(nT,,,)| < d) 06|60
=P(v, (T, <d)P(ve (T, <d) 0|0 |e:
=[Py, (T, > d )Pl (T, ) >d) @ T2

2Q(g«/'|T ) ZQ%\/? )

frofe)

1-interior decisionregion
2 - edge region but not corner
3-corner region

Performance Analysis of 16-QAM
» Probability of correct detection
-l ) o2
| S )
(E) o)
» Symbol error probability (lower bound)
e -1-Po) - LT, -5 L7

* What about other QAM constellations?

15-15

Performance Analysis of 16-QAM

» Type 2 correct detection
P,(0) = P(v, (nT,,,,) <d &|vo (T, )| <d)
=P(v, (nT,,,) <d)P(vo (nT,,,)| <d)

S )

» Type 3 correct detection
R(c) =P(v, (nT,,) <d &V, (nT,,) >—d)
=P(v, (nTSym) < d)P(vQ(nTsym) >—d)

Q
‘e| 6| 6@
1 1
20 | @ | @ | @2 \
2@ .1 e | O
o|e|e]e,
16-QAM

{45

1-interior decisionregion
2 - edge regionbut not corner
3-corner region

Average Power Analysis

3d
» Assume each symbol is equally likely d
» Assume energy in pulse shape is 1 »
* 4-PAM constellation a4
Amplitudes are in set { -3d, -d, d, 3d }
Total power 9 d2+ d2+ d2+ 9 d2=20 d? 4-level PAM

Average power per symbol 5 d?
* 4-QAM constellation points

Pointsare inset { -d —jd, -d + jd,d + jd,d — jd }
Total power 2d?+ 2d?+ 2d2 + 2d? = 8d?

Average power per symbol 2d?

Constellation

4-level QAM
Constellation
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Quadrature Amplitude Modulation
(QAM) Receiver

Prof. Brian L. Evans
Dept. of Electrical and Computer Engineering
The University of Texas at Austin

Lecture 16

Introduction

* Channel impairments
Linear and nonlinear distortion of transmitted signal
Additive noise (often assumed to be Gaussian)
« Mismatch in transmitter/receiver analog front ends
» Receiver subsystems to compensate for impairments
Fading Automatic gain control (AGC)
Additive noise Matched filters
Linear distortion Channel equalizer
Carrier mismatch Carrier recovery
Symbol timing mismatch Symbol clock recovery

16-3

Outline

+ Introduction

« Automatic gain control
« Carrier detection

» Symbol clock recovery
» Channel equalization

* QAM demodulation

Baseband QAM

Transmitter iy ifm]

Index +
' s
Bits -
| s;;'ﬁg Pulse shapers  COS(eo; M) o s(t)
FIR fil i
1 | converter ( ilters) sin(w, m) B
L samples/symbol
m sample index qln] ®; f,

n symbolindex

) ot QAM Demodulation {[m i
Receiver ) o

am]___ dn]

Carrier recovery
isnot shown

-2sin(w, m)



Automatic Gain Control

» Scales input voltage to A/D converter <9 o
Increase gain for low signal level " H
. L nlt), <2
Decrease gain for high signal level X

« Consider A/D converter with 8-bit signed output

When c(t) is zero, A/D outputis 0
When c(t) is infinity, A/D outputis -128 or 127

Let 125, fo and f;,7 represent how frequently outputs -128, 0
and 127 occur over a window of previous samples

Each frequency value is between 0 and 1, inclusive
Update: c(t) = (1 +2 fo—f158—T1p7) C(t — 7)

Initial values: f.jpg = fo = f1p; =1/ 256. Zero also works.
16-5

Symbol Clock Recovery

» Two single-pole bandpass filters in parallel

One tuned to upper Nyquist frequency ®, = ¢+ 0.5 ®gm
Other tuned to lower Nyquist frequency o, = o, — 0.5 ogm

Bandwidth is B/2 (100 Hz for 2400 baud modem) Pole

» A recovery method locations?

Multiply upper bandpass filter output with conjugate of lower
bandpass filter output and take the imaginary value

Sample at symbol rate to estimate timing error t | See Reader

vn] =sin(@y,, 7) = @, 7 when |og, 7| <<1 | handout M

16-7

Smooth timing error estimate to compute phase advancement
pln]= A pln-1]+a vin] Lowpass
1R filter

Carrier Detection

Detect energy of received signal (always running)
plm]=c p[m-1]+(~c) r’[m]

cisaconstant where 0 <c <1 and r[m] is received signal
Let X[m] = r[m]. What is the transfer function?

What values of ¢ to use?

If receiver is not currently receiving a signal

If energy detector output is larger than a large threshold,
assume receiving transmission

If receiver is currently receiving signal, then it
detects when transmission has stopped

If energy detector output is smaller than a smaller threshold,

assume transmission has stopped
16-6

Channel Equalizer

Mitigates linear distortion in channel
When placed after A/D converter

Time domain: shortens channel impulse response

Frequency domain: compensates channel distortion over entire
discrete-time frequency band instead of transmission band

Ideal channel —z—A‘—’

Cascade of delay A and gain g

Impulse response: impulse delayed by A with amplitude g
Frequency response: allpass and linear phase (no distortion)
Undo effects by discarding A samples and scaling by 1/g

16-8



Channel Equalizer

IIR equalizer Discrete-Time Baseband System
Ignore noise ny,

n )
y Channel ’“y Equallzerr
Set error e, to zero W
H(Z) W(z) =g 22 Training +_§

sequence
—q7A
W@ =gz* TH@) Receiver  Ideal Channel
Issues? S —
XI'V'l

FIR equalizer

Adapt equalizer coefficients when transmitter sends training
sequence to reduce measure of error, e.g. square of e,

Baseband QAM Demodulation

Recovers baseband in-phase/quadrature signals
Assumes perfect AGC, equalizer, symbol recovery
QAM modulation followed by lowpass filtering
Receiver fg = 2 .+ B and f,> 2 o itm
Lowpass filter has other roles xmj
Matched filter
Anti-aliasing filter d[m]
Matched filters
Maximize SNR at downsampler output -2ssin(w; m)
Hence minimize symbol error at downsampler output

16-11

Adaptive FIR Channel Equalizer

+ Simplest case: w[m] = 8[m] + wy 8[m-1]
Two real-valued coefficients wi/ first coefficient fixed at one
 Derive update equation for w; during training

m

% Channel Iy’“ EquallzeFrn e,, elm]=r[m]-sm]
Training +: s{ml=0 x[m -]

sequence - r[m]=y[m]+w; y[m-1]
Receiver  Ideal Channel
generates

A— z

i 0 ys[m]
ESm wy[m+1] = w[m] - g2 st T
H 11 11
- A ’ . L lwewm)

1
Using least mean squares (LMS) JLMS[m]:EGZ[m]
Stepsize0O<p<1 wy[m+1] = w,[m] - ze[m] y[m-1]

Baseband QAM Demodulation

* QAM baseband signal x[m]=i[m]cos(c, m)—g[m]sin(w, m)
* QAM demodulation
Modulate and lowpass filter to obtain baseband signals
i[m] = 2x[m]cos(w,m) = 2i[m] cos’ (@,t) — 2q[m]sin(e,m) cos(a,m)
=i[m]+i[m]cos(2a,m) —g[m]sin(2c,m)
——
baseband high frequency component centered at 2 @,
G[m] =—2x[m]sin(w,m) = —2i[m] cos(e,m)sin(w,m) + 2q[m]sin’(e,m)
= g[m]—i[m]sin(2ew,m) —g[m] cos(2c,m)
—

baseband high frequency component centered at 2 e,
cosZH:%(HcosZH) 2cos@sing =sin20 sinzazg(lfcusza)
16-12
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Fast Fourier Transform

Prof. Brian L. Evans
Dept. of Electrical and Computer Engineering
The University of Texas at Austin

Lecture 17

Discrete Fourier Transform (DFT)

 Discrete Fourier transform (DFT) of a discrete-
time signal x[n] with finite extent n e [0, N-1]

N-L _i%nk
X[K]=>'x[nle N =X(®)| 2r, fork=0,1,...,N-1
n=0 N

Two-Point DET
X[Kk] periodic with period N due to exponential | X[0] = x[0]+ X[1]
Also assumes x[n] periodic with period N X[1] = x[0]— x[1]

« Inverse discrete 12 Jaay
- N
Fourier transform xn]= N gx[k]e
27

T N-1
- Twiddle factor W, =e'™ :x[n]:%ZX[k]WN"k
k=0

17-3

Discrete-Time Fourier Transform

» Forward transform of discrete-time signal x[n]

X (@)= 3 xn]e "

N=—0
Assumes that X[n] is two-sided and infinite in duration
Produces X(w) that is periodic in o (in units of rad/sample)
with period 2 7 due to exponential term

« Inverse discrete-time

Fourier transform

« Basic
transform
pairs

* Forward transform

X[K] :ilx[n]WN’nK

=
fork=0,1,...,N-1

Exponent of Wy has period N
Memory usage

X[n]: N complex words of RAM
X[K]: N complex words of RAM
Wy : N complex words of ROM

+ Halve memory usage

Allow output array X[K] to write
over input array x[n]
Exploit twiddle factors symmetry

X[n] :i X (@)eda
X[n] = 5[n] < X (@) =1

XNl =1 X (@) = 3 (- 27K)

17-2

Discrete Fourier Transform (con’t)

Computation

N2 complex multiplications
N (N —1) complex additions
N2 integer multiplications

N2 modulo indexes into lookup
table of twiddle factors

Inverse transform
N-1
Xl == > XKW,
N k=0

forn=0,1,...,N-1
Memory usage?
Computational complexity?

17-4



Fast Fourier Transform Algorithms

» Communication system application: multicarrier
modulation using harmonically related carriers
Discrete multitone modulation in ADSL & VDSL modems
OFDM in IEEE 802.11a/g Wi-Fi and cellular LTE

« Efficient divide-and-conquer algorithm
Compute discrete Fourier transform of length N = 2v
% N log, N complex multiplications and additions
How many real complex multiplications and additions?

» Derivation: Assume N is even and power of two

N-1 N-1

N-1
X[K]= D xInW = S xInIWe + D x[n]wy
n=0 n=even n=odd

Linear Convolution by FFT

Linear convolution

x[n] has length N, and h[n] has length N, y[n]:;h[m] =il

y[n] has length N,+N-1
Linear convolution requires N,N;, real-valued
multiplications and 2N, + 2N, - 1 words of memory
Linear convolution by FFT of length N = N,+N;, - 1
Zero pad x[n] and h[n] to make each N samples long
Compute forward DFTs of length N to obtain X[k] and H[k]
Y[k] = H[K] X[k] for k =0...N-1: may overwrite X[k] with Y[k]
Take inverse DFT of length N of Y[k] to obtain y[n]

If h[n] is fixed, then precompute and store H[K]

17-7

Fast Fourier Transform (cont’d)

e Substitute n=2r for n even and n = 2r+1 for odd

N/2-1

N/2-1
XIK]= Dox[2rlWe™ + > x[2r + W,
r=0

r=0
N/2-1

= > 2 W) N/z“ x2r +1 (W2 )
r=0 r=0
24

. TSI % )
 Using the property W2'=e =~ N=e N2 =Wy,

N/2-1

N/2-1
XK= Y X[2rW, + W > x[2r +1]Ws, = G[k]+W,5 HIK]
r=0

r=0

One FFT length N =>two FFTs length N/2 Two-Point FET

Repeat process until two-point FFTs remai

n o |X[0]=x[0]+x[1]

Computational complexity of two-point FFT? | X [1] = x[0] — x[1]

17-6

Linear Convolution by FFT

Implementation complexity using N-length FFTs
3N log, N complex multiplications and additions
2 N complex words of memory if Y[k] overwrites X[k]

FFT approach requires fewer computations if

12(N, + N, —Dlog,(N, + N, 1) < N,N,
Disadvantages of FFT approach
Uses twice the memory: 2(N, +N;,-1)

complex words vs. 2N, + 2N;, - 1 words
Often requires floating-point arithmetic

FFTunder fixed-
point arithmetic?

Adds delay of N, samples to buffer x[n]

whereas linear convolution is computed sample-by-sample
Creates discontinuities at boundaries of blocks of input data:

use overlapping blocks and windowing

17-8
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THE UNIVERSITY OF TEXAS AT AUSTIN

Review for Midterm #2

Prof. Brian L. Evans

EE 445S Real-Time Digital Signal Processing Laboratory

S _

Introduction

o Signal processing algorithms Often iterative

o Multirate processing: e.g. interpolation

o Local feedback: e.g. IIR filters Do not need
) recursion
o Iteration: e.g. phase locked loops
o Signal representations Communication

o Bits, symbols S,i?"al quality plot
o Real-valued symbol amplitudes . I
o Complex-valued symbol amplitudes (I-Q)
o Vectors/matrices of scalar data types

o Algorithm implementation
o Dominated by multiplication/addition
o High-throughputinput/output

Bit error rate vs. Signal-
to-noise ratio (Eb/No)

THE UNIVERSITY OF TEXAS AT AUSTIN

1/9/2014

Outline

I
o Introduction
1 Signal processing building blocks
oFilters
c1Data conversion
rRate changers
o Communication systems

| Designtradeoffs in signal quality vs. implementation complexity |

THE UNIVERSITY OF TEXAS AT AUSTIN

Finite Impulse Response Filters
|

o Pointwise arithmetic operations (addition, etc.)

R

o Delay by m samples

2m

o Finite impulse
response filter

o Always stable k]

o Eachinput sample
producesone
outputsample

! FIR

VK= Ya, xfk-m]

VK]

THE UNIVERSITY OF TEXAS AT AUSTIN

1 DSP processor
architecture




Infinite Impulse Response Filters

o Eachinput X[k

sample produces
one output sample
Pole locations
perturbed when
expandingtransfer
function into
unfactored form
20+ filter
structures

o Direct form

o Cascade biquads
o Lattice

Feedback?

y[k]:ibﬂ x[k—n]+ﬁ:am y[k—m] THEUNIVERSITY OF TEXAS AT AUSTIN
= b=

Increasing Sampling Rate

o Upsampling by L denoted as I L
Outputsinput sample followed by L-1 zeros
Increases sampling rate by factor of L

o Finite impulse response (FIR) filter g[m]
Fillsin zero values generated by upsampler

Multiplies by zero most of time
(L-1 out of every L times)

o Sometimes combined into
rate changing FIR block

Input to Upsampler by 4

:

n
0 1 2
Outputof Upsampler by 4

m

:

0123456738

Outputof FIR Filter

E

m

0123456738

]

THE UNIVERSITY OF TEXAS AT AUSTIN

Analog
| Lowpass %_' Quantizer H—
B

Data Conversion

o Analog-to-Digital

Filter

Sample at
rate of f,

o Quantize to B bits
Quantization error = noise
SNRp=Cy+6.02B

Dynamicrange~SNR

Signal Power

Noise Power
SNR =10log,, P**"*'~10log,, P""**

SNR 5 = Pd:!]nal_ proise

SNR 4 =10log,,

o Digital-to-Analog

Discrete to Analog
Continuous Lowpass
B | Conversion Filter

B

1/9/2014

o A/Dand D/A lowpass filter

fstop< ‘/Zfs

fpass = 0~9fstop
Astop = SNRdB Apass = AdB

Adg = 2010810 (2Myay/ (25-1))

Ais quantization step size

M axiS Max quantizer voltage

THE UNIVERSITY OF TEXAS AT AUSTIN

Polyphase Filter Bank Form

Multiplies by zero
(L-1)/L of the time

s(Ln+1)

s(Lr+(D)

o Filter bank (right) avoids multiplication by zero

Oversampling filter a.k.a. -
sampler + pulse shaper a.k.a.
linear interpolator s ™\ L
Qe

Splitfilter g[m] into L shorter polyphase filters operating at the
lower sampling rate (no loss in output precision)

Saves factor of L in multiplications and previous inputs stored

and increases parallelism by factor of L

THE UNIVERSITY OF TEXAS AT AUSTIN




Decreasing Sampling Rate

o] —
o Finite impulse response (FIR) filter g[m]

Typically a lowpass filter
Enforces sampling theorem

Inputto Downsampler

m
012345678

Output of Downsampler
o Downsamplingby L denoted as l L 0 1 .

Inputs L samples

Outputs first sample and discards L-1 samples

Decreases sampling rate by factor of L 2 1

—{FRj—

THE UNIVERSITY OF TEXAS AT AUSTIN

o Sometimes combined into
rate changing FIR block

Communication Systems
I
o Message signal m[k] is information to be sent
Information may be voice, music, images, video, data
Low frequency (baseband) signal centered at DC
o Transmitter baseband processing includes lowpass filtering
to enforce transmission band

o Transmitter carrier circuits include digital-to-analog
converter, analog/RF upconverter, and transmit filter

_i,| Baseband Carrier Transmission Carrier Baseband [,
m[k]: | Processing Circuits Medium Circuits Processing |:m[k]
()
TRANSMITTER CHANNEL @ RECEIVER

THE UNIVERSITY OF TEXAS AT AUSTIN

1/9/2014

Polyphase Filter Bank Form

Undersampling filter a.k.a.
Matched filter + sampling a.k.a.
linear decimator

L ymmmmmmmmmmmmmeeeeeey

i,

Outputs discarded
(L-1)/L of the time

y[1]=v[L] = h[O] s[L] + h[1] S[L-1] + ...

+ h[L-1] s[1] + h[L] s[0]
o Filter bank only computes values output by downsampler

Splitfilter h[m] into L shorter polyphase filters operating at the
lower sampling rate (no loss in output precision)

Reduces multiplications and increases parallelism by factor of L

THE UNIVERSITY OF TEXAS AT AUSTIN

Communication Systems
I I —

o Propagating signals experience Model the
attenuation & spreading w/ distance environment

o Receiver carrier circuits include receive filter, carrier
recovery, analog/RF downconverter, automatic gain control
and analog-to-digital converter

o Receiver baseband processing extracts/enhances baseband

signal
_i,| Baseband Carrier Transmission Carrier Baseband [,
m[k]: | Processing Circuits Medium Circuits Processing |:m[k]
s(t) ()
TRANSMITTER CHANNEL RECEIVER

THE UNIVERSITY OF TEXAS AT AUSTIN




Quadrature Amplitude Modulation

I I —
Transmitter P ST T RREN
Baseband _---""
Processing
,r"Bits

shaper cos(@m)

(FIR filter)
T e

AN L samples per

- sin(@em)
_:,| Baseband Carrier Transmission Carrier Baseband [,
m[k]: | Processing Circuits Medium Circuits Processing |im[k]
t
TRANSMITTER ) CHANNEL ™ RECEIVER

THE UNIVERSITY OF TEXAS AT AUSTIN

Modeling of Points In-Between
[

o Baseband discrete-time channel model
o Combines transmitter carrier circuits, physical channel and
receiver carrier circuits T
o One model uses cascade//’"
of gain, FIR filter, and
additive noise

_| Baseband | ] carrier
mik]: | Processing | \ | Circuits

Carrier | 3}*Baseband |
Circuits | /| Processing |:m[k]

Transmission
Medium

TRANSMITTER-.

1/9/2014

Quad. Amplitude Demodulation

Receiver .-
Baseband--~"
Progessing

Matched
cos@m) fijter

(FIR filter) o
" Channel Symbol Bits
. equalizer 0
“._(FIR filter) Ges[] }
. L samples per symbol ot
T —sin(aom) (downsampling) ___.--=""

_i,| Baseband Carrier Transmission Carrier Baseband [,
mik]: | Processing Circuits Medium Circuits Processing |:m[k]
s (t)

TRANSMITTER CHANNEL RECEIVER

THE UNIVERSITY OF TEXAS AT AUSTIN

QAM Signal Quality
1 —

o Assumptions
o Each symbolis equally likely %0

On
O~
o

o Channel only consists of additive noise

o
O~
O~
o
~

= White Gaussian noise with zero mean

andvariance c?inin-phaseand 010 106]0:
quadrature components
u Total noise power of 262 © 121919
o Carrier frequency and phase recovery 16-QAM

o Symbol timing recovery

d 9 .(d
GREs N S N
d . .
= ITSW is proportioral to/SNR

o Probability of symbol error

o Constellation spacing of 2d
o Symbol duration of Ty,

THE UNIVERSITY OF TEXAS AT AUSTIN




EE445S Real-Time Digital Signal Processing Lab (Spring 2014)

Lecture: MWF 11:00am—12:00pm in ETC 5.148

Instructor: Prof. Brian L. Evans, ENS 433B, 512-232-1457, bevansQece.utexas.edu
Office Hours: MW 12:00-12:30pm and TH 12:30-2:30pm

Lab Sections: M 6:30-9:30pm (Sinno), T 6:30-9:30pm (Sinno),

(ENS 252B) W 6:30-9:30pm (Jia), F 1:00-4:00pm (Jia)

TA Office Hours: Ms. Zeina Sinno, W 3:00—4:30pm and TH 5:30-7:00pm, zeinaQutexas.edu
(ENS 137) Mr. Chao Jia, TH 3:30-5:30pm and F 9:30-10:30am, kurtjc@gmail.com

Course Web Page: http://users.ece.utexas.edu/ bevans/courses/rtdsp

This course covers basic discrete-time signal processing concepts and gives hands-on experi-
ence in translating these concepts into real-time digital communications software. The goal
is to understand design tradeoffs in signal quality vs. implementation complexity.

Prerequisites

EE 312 and 319K with a grade of at least C- in each; BME 343 or EE 313 with a grade of
at least C-; credit with a grade of at least C- or registration for BME 333T or EE 333T; and
credit with a grade of at least C- or registration for BME 335 or EE 351K.

Topical Outline

System-level design tradeoffs in signal quality vs. implementation complexity; prototyping
of baseband transceivers in real-time embedded software; addressing nodes, parallel instruc-
tions, pipelining, and interfacing in digital signal processors; sampling, filtering, quantization,
and data conversion; modulation, pulse shaping, pseudo-noise sequences, carrier recovery,
and equalization; and desktop simulation of digital communication systems.

Required Texts

1. C. R. Johnson Jr., W. A. Sethares and A. G. Klein, Software Receiver Design, Cambridge
University Press, Oct. 2011, ISBN 978-0521189446. Paperback. Matlab code.

2. T. B. Welch, C. H. G. Wright and M. G. Morrow, Real-Time Digital Signal Processing
from MATLAB to C with the TMS320C6x DSPs, CRC Press, 2nd ed., Dec. 2011, ISBN
978-1439883037.

3. B. L. Evans, EE //5S Real-Time DSP Lab Course Reader. Available on course Web page
and on-demand from the HKN Office (ENS 129).

Supplemental Texts

4. B. P. Lathi, Linear Systems and Signals, 2nd ed., Oxford, ISBN 0-19-515833-4, 2005.

5. M. J. Roberts, Signals and Systems, McGraw-Hill, ISBN 978-0072930443, June 2003.

6. A. O. Oppenhiem and R. W. Schafer, Signals and Systems, 2nd ed., Prentice Hall, 1999.
7. J. H. McClellan, R. W. Schafer, and M. A. Yoder, DSP First: A Multimedia Approach,
Prentice-Hall, ISBN 0-13-243171-8, 1998. On-line Multimedia CD ROM.

Grading
14% Homework, 21% Midterm #1, 21% Midterm #2, 5% Pre-lab quizzes, 39% Laboratory.
Midterms will be held during lecture, with midterm #1 on Friday, Mar. 7th, and midterm #2



on Friday, May 2nd. Attendance/participation in laboratory is mandatory and graded. Lec-
ture helps connect together all of the pieces of the class— laboratory, reading, and homework
assignments. Lecture attendance is helpful in landing internships and permanent positions,
and allows you to get the most for your tuition dollar. Plus and minus grades will be assigned
for the final letter grades. There is no final exam. Request for regrading an assignment must
be made in writing within one (1) week of the graded assignment being made available to
students in the class. Discussion of homework questions is encouraged. Please submit your
own tndependent homework solutions. Late assignments will not be accepted.

University Honor Code

“The core values of The University of Texas at Austin are learning, discovery, freedom,
leadership, individual opportunity, and responsibility. Each member of the University is
expected to uphold these values through integrity, honesty, fairness, and respect toward
peers and community.” http://www.utexas.edu/about-ut/mission-core-purpose-honor-code

Religious Holidays

By UT Austin policy, you must notify the instructor of any pending absence at least fourteen
(14) days prior to the date of observance of a religious holy day, or on the first class day if the
observance takes place during the first fourteen days of the semester. If you must miss class,
lab section, exam, or assignment to observe a religious holiday, you will have an opportunity
to complete the missed work within a reasonable amount of time after the absence.

College of Engineering Drop/Add Policy
The Dean must approve adding or dropping courses after the fourth class day of the semester.

Students with Disabilities
UT provides upon request appropriate academic accommodations for qualified students with
disabilities. Please contact Office of Dean of Students at 512-471-6259 or ssd@uts.cc.utexas.edu.

Lecture Topics

Introduction

Sinusoidal Generation

Introduction to Digital Signal Processors
Signals and Systems

Sampling and Aliasing

Finite Impulse Response Filters

Infinite Impulse Response Filters
Interpolation and Pulse Shaping
Quantization

Data Conversion

Channel Impairments

Digital PAM

Matched Filtering

Quadrature Amplitude Modulation (QAM) Transmitter
QAM Receiver



EE445S Instructional Staff and Web Resources

1 Background of the Instructors

Brian L. Evans is Professor of Electrical and Computer Engineering at UT Austin. He is an IEEE
Fellow “for contributions to multicarrier communications and image display”. At the undergraduate
level, he teaches Linear Systems and Signals and Real-Time Digital Signal Processing Lab. His
BSEECS (1987) degree is from the Rose-Hulman Institute of Technology, and his MSEE (1988)
and PhDEE (1993) degrees are from the Georgia Institute of Technology. He joined UT Austin in
1996. His first programming experience on digital signal processors was in Spring of 1988.

Teaching assistants (TAs) will run lab sections, grade lab reports, answer e-mail and hold office
hours. The TAs are Mr. Chao Jia and Ms. Zeina Sinno. Both conduct research in reducing rolling
shutter artifact in smart phone cameras. Both have been TAs for this course before. A grader will
grade homework assignments for the lecture component of the class.

2 Supplemental Information

Wireless Networking & Communications Seminars generally meet Fridays in ENS 637.

You can search for a topic in Google scholar to find papers and patent applications on the topic.
Web address is http://scholar.google.com.

Sometimes, an article found on Google scholar is only available through a specific database, e.g.
IEEE Explore. You can access these databases from an on-campus computer. If you are off campus,
then you can access these databases by first connecting to www.lib.utexas.edu, then selecting the
database under Research Tools, and finally logging in using your UT EID.

INDUSTRIAL

e Circuit Cellar Magazine http://www.circuitcellar.com

e Electronic Design Magazine http://electronicdesign.com

e Embedded Systems Design Magazine http://www.eetimes.com/design/embedded

e Inside DSP http://www.bdti.com/insideDSP

e Sensors Magazine http://www.sensorsmag.com

e Sensors and Transducers Journal http://www.sensorsportal.com/HTML/DIGEST /New_Digest.htm

ACADEMIC

e I[EEE Communications Magazine

e [EEE Computer Magazine

e FURASIP Journal on Advances in Signal Processing
e [EEE Signal Processing Magazine

o IEEFE Transactions on Communications

e [EEE Transactions on Computers

e IEEFE Transactions on Signal Processing

e Journal on Embedded Systems

e Proc. IEEE Real-Time Systems Symposium

e Proc. IEEE Workshop on Signal Processing Systems
e Proc. Int. Workshop on Code Generation for Embedded Processors

3 Web Resources (by Ms. Ankita Kaul)
MIT OpenCourseWare:



http://ocw.mit.edu/courses/electrical-engineering-and-computer-science/6-341-discrete-time-signal-
processing-fall-2005/

*Advantages: Exceptional Lecture Notes! The readings are more in depth than lecture material,
but still quite fascinating.

*Disadvantages: The homework assignments and solutions were Advantages for practice, but many
problems outside the scope of the 445S class

UC-Berkeley DSP Class Page:

http://www-inst.eecs.berkeley.edu/“eel123/fa09/#resources

*Advantages: The articles and applets under 'Resources’ are quite interesting and useful
*Disadvantages: Seemingly no actual Berkeley work actually on website, everything taken from
other sources ...

Carnegie Mellon DSP Class Page:

http://www.ece.cmu.edu/ ee791/

*Advantages: Lectures had a lot of Matlab code for personal demonstration purposes
*Disadvantages: The lecture notes themselves are far more math-y than the context of 445S - still
interesting though

Purdue DSP Class Lecture Notes Page:
http://cobweb.ecn.purdue.edu/“ipollak/ee438/FALLO04 /notes/notes.html
*Advantages: the notes are super simple and easy to understand
*Disadvantages: only covers first half of 445 coursework

Doing a search on Apple’s iTunes Ulniversity] for DSP provided numerous FREE lectures from
MIT, UNSW, IIT, etc. for download as well.

Youtube Video Resources:
http://www.youtube.com/watch?v=7H4sJdyDzt1&feature=related

Signal Processing Tutorial: Nyquist Sampling Theorem and Anti-Aliasing (Part 1)
*Advantages: visuals

*Disadvantages: ... a bit slow

http://www.youtube.com/watch?v=Fy9dJgGCWZI

Sampling Rate, Nyquist Frequency, and Aliasing

*Advantages: visualization of basic concepts

*Disadvantages: very short, would have liked more explanation

http://www.youtube.com/watch?v=RJrEaTJuX_A&feature=related
Simple Filters Lecture, IIT-Delhi Lecture

*Advantages: explanations of going to and from magnitude/phase
*Disadvantages: watch out for lecturer’s accent

http://www.youtube.com/watch?v=X15bJgOkCGU&feature=channel
FIR Filter Design, IIT-Delhi Lecture

*Advantages: significantly deeper explanations of math than in class
*Disadvantages: lecturer’s accent, video gets stuck about 30 seconds in

http://www.youtube.com/watch?v=vyNyx00DZBc

ljigital Filter Design

*Advantages: quite Advantages information - especially on design TRADEOFFs
*Disadvantages: sound quality, better off just reading slides while he lectures



The Learning Resource Center

The ECE Learning Resource Center (LRC) for instructional computing is located in the
second-floor ENS lab rooms as well as ENS 507. The ECE LRC rooms are open Mondays—
Fridays from 8:00 AM to 10:00 PM, and on Saturday and Sunday from 11:00 AM to 10:00
PM. 24-hour access is available Mondays—Thursdays in ENS 507 with a valid UT Austin ID
card. To activate your ECE LRC accounts, present your UT identification card to an ECE
LRC proctor. The LRCs are described at http://www.ece.utexas.edu/it/labs.

1 Available Hardware

The ECE LRC has about 200 workstations, including Unix workstations and Windows
machines. Several Linux workstations are available for remote connection: browser, daisy,
luigi, mario, peach, thwomp and yoshi. The following Sun Unix workstation is available for
remote connection: sunfirel. All are in the domain ece.utexas.edu. For more information,
see http://www.ece.utexas.edu/it/remote-linux.

2 Available Software on the Unix Workstations

The following programs are installed on all of the ECE LRC machines unless otherwise
noted. On the Unix machines, they are installed in the /usr/local/bin directory.
e Matlab is a number crunching tool for matrix-vector calculations which is well-suited for
algorithm development and testing. It comes with a signal processing toolbox (FFTs, filter
design, etc.). It is run by typing matlab. Matlab is licensed to run on the Windows PCs
in the ECE LRC, as well as Unix machines luigi, mario and princess in the ECE LRC. On
the Unix machines, be sure to type module load matlab before running Matlab. For more
information about using Matlab, please see Appendix D in this reader.
e Mathematica is a environment for solving algebraic equations, solving differential and dif-
ference equations in closed-form, performing indefinite integration, and computing Laplace,
Fourier, and other transforms. The command-line interface is run by typing math. The
graphical user interface is run by typing mathematica. On ECE LRC machines, Mathe-
matica is only licensed to run on sunfirel.
e The GNU C compiler gcc and GNU C++ compiler g+ are available.
e LabVIEW software environment, which is a graphical programming environment that is
useful for signal processing and communication systems developed at National Instruments,
is also installed. LabVIEW’s Mathscript facility can execute many Matlab scripts and func-
tions. We have a site license for LabVIEW that allows faculty, staff and students to install
LabVIEW on their personally-owned computers. For more information, see

http://users.ece.utexas.edu/ " bevans/courses/realtime /homework /index.html#labview



Placeholder - please ignore.



Introduction to Computation in Matlab
Prof. Brian L. Evans, Dept. of ECE, The University of Texas, Austin, Texas USA

Matlab’s forte is numeric calculations with matrices and vectors. A vector can be defined as
vec=[1234];

The first element of a vector is at index 1. Hence, vec(1) would return 1. A way to generate a
vector with all of its 10 elements equal to O is

zerovec = zeros(1,10);

Two vectors, a and b, can be used in Matlab to represent the left hand side and right hand side,
respectively, of a linear constant-coefficient difference equation:

a(3) y[n-2] + a(2) y[n-1] + a(1) y[n] = b(3) x[n-2] + b(2) x[n-1] + b(1) x[n]

The representation extends to higher-order difference equations. Assuming zero initial
conditions, we can derive the transfer function. The transfer function can also be represented
using the two vectors a (negated feedback coefficients) and b (feedforward coefficients). For the
second-order case, the transfer function becomes

_ b@)+b(2)zt +b(3)z
Ta)+a(2)zt +a(3)z?

H(z)
We can factor a polynomial by using the roots command.

Here is an example of values for vectors a and b:

a=[1 6/8 1/8];
b=[1 2 3]

For an asymptotically stable transfer function, i.e. one for which the region of convergence
includes the unit circle, the frequency response can be obtained from the transfer function by
substituting z = exp(j ). The Matlab command freqz implements this substitution:

[h, w] = freqz(b, a, 1000);

The third argument for freqz indicates how many points to use in uniformly sampling the points
on the unit circle. In this example, freqz returns two arguments: the vector of frequency
response values h at samples of the frequency domain given by w. One can plot the magnitude
response on a linear scale or a decibel scale:

plot(w, abs(h));
plot(w, 20*log10(abs(h)));

The phase response can be computed using a smooth phase plot or a discontinous phase plot:

plot(w, unwrap(angle(h)));
plot(w, angle(h));

One can obtain help on any function by using the help command, e.g.
help freqz



As an example of defining and computing with matrices, the following lines would definea 2 x 3
matrix A, then define a 3 x 2 matrix B, and finally compute the matrix C that is the inverse of the
transpose of the product of the two matrices A and B:

A=[123;456];
B=[78;910;1112];
C =inv((A*B)");
Matlab Tutorials and Availability

Here are excellent Matlab tutorials:

1. UT Austin: http://ssc.utexas.edu/training/software-tutorials#matlab
2. Mathworks: http://www.mathworks.com/academia/student center/tutorials/

The following Matlab tutorial book is a useful reference:

Duane C. Hanselman and Bruce Littlefield, Mastering MATLAB, ISBN 9780136013303,
Prentice Hall, 2011.

Matlab is available in the ECE Learning Resource Centers and through remote login. A student
version of Matlab may be purchased at the bookstore for roughly $100.

Although the first few computer homeworks will help step you through Matlab, it is strongly
suggested that you take the short courses that the Division of Statistics and Scientific Computing
will be offering. The schedule of those courses is available online at

http://ssc.utexas.edu/training/software-short-courses

Technical support is provided through free consulting services from the Division of Statistics and
Scientific Computation. Simple queries can be e-mailed to stats@ssc.utexas.edu. For more
complicated inquiries, please go in person to their offices located in GDC 7.504. You can walk
in or schedule an appointment online.

Running Matlab in Unix
On the Unix machines in the ECE Learning Resource Center, you can run Matlab by typing

module load matlab
matlab

When Matlab begins running, it will automatically execute the commands in your Matlab
initialization file, if you have one. On Unix systems, the initialization file must be
~/matlab/startup.m where ~ means your home directory.


http://ssc.utexas.edu/training/software-tutorials#matlab
http://www.mathworks.com/academia/student_center/tutorials/
http://www.amazon.com/Mastering-MATLAB-Duane-C-Hanselman/dp/0136013309/ref=sr_1_2?ie=UTF8&qid=1389259292&sr=8-2&keywords=Hanselman+and+Littlefield+Matlab
http://ssc.utexas.edu/training/software-short-courses
http://ssc.utexas.edu/consulting/free-consulting
http://ssc.utexas.edu/
http://ssc.utexas.edu/
mailto:stats@ssc.utexas.edu
http://ssc.utexas.edu/consulting/free-consulting
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Fundamental Theorem of Linear Systems

Theorem: Let a linear time-invariant system ¢ has an ef(¢) denote the complex sinusoid
e/?™ft Then, g(es(.),t) = g(es(.),0)es(t) = ces(t).
Example: Analog RC Lowpass Filter

— t
O R I
@ | —— 1y
I C :
e —o-

Figure 1: A First-Order Analog Lowpass Filter

The impulse response for the circuit in Fig. 1, i.e. the output measured at y(¢) when

2(t) = 8(t), is

1 1
h(t) = %6_ﬁtu(t)

For a complex sinusoidal input, z(t) = e;(t) = /™t

y(t) = /°° 2(t — NA(A) dA

—00

R 1 1
_ [ IO e () dA

_ et [% /°° o912 = H X g\
_ R | jenst

j2rf + 55
= g(es(.),0) es(t)

So, g(es(.),0) = H(f), which is the transfer function of the system.
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EE445S Real-Time Digital Signal Processing Laboratory
Raised Cosine Spectrum

Section 7.5, pp. 431-434, Simon Haykin, Communication Systems, 4th ed.

We may overcome the practical difficulties encounted with the ideal Nyquist channel by
extending the bandwidth from the minimum value W = R,/2 to an adjustable value between
W and 2W. We now specify the frequency function P(f) to satisfy a condition more elaborate
than that for the ideal Nyquist channel; specifically, we retain three terms of (7.53) and restrict
the frequency band of interest to [—W, W], as shown by

L we<r<w (1)

P(f)+ P(f —2W)+ P(f +2W) = 7

We may devise several band-limited functions to satisfy (1). A particular form of P(f) that
embodies many desirable features is provided by a raised cosine spectrum. This frequency

characteristic consists of a flat portion and a rolloff portion that has a sinusoidal form, as

follows: )
W f01"0§|f|<f1
_ 1 -Ww
P(f) = M(l—sin%) for fy <|f|<2W - fi )

0 for |f| >2W — fi
The frequency parameter f; and bandwidth W are related by

Oz:1—% (3)

The parameter « is called the rolloff factor; it indicates the excess bandwidth over the ideal
solution, W. Specifically, the transmission bandwidth By is defined by 2W — f; = W(1 + «).

The frequency response P(f), normalized by multiplying it by 21, is shown plotted in Fig.
1 for three values of «, namely, 0, 0.5, and 1. We see that for @ = 0.5 or 1, the function P(f)
cuts off gradually as compared with the ideal Nyquist channel (i.e., « = 0) and is therefore
easier to implement in practice. Also the function P(f) exhibits odd symmetry with respect to
the Nyquist bandwidth W, making it possible to satisfy the condition of (1). The time response
p(t) is the inverse Fourier transform of the function P(f). Hence, using the P(f) defined in
(2), we obtain the result (see Problem 7.9)

cos 2mraWt )

p(t) = SIHC(2Wt) (W

(4)

which is shown plotted in Fig. 2 for a = 0, 0.5, and 1. The function p(¢) consists of the product
of two factors: the factor sinc(2Wt) characterizing the ideal Nyquist channel and a second factor

that decreases as 1/|t|? for large |t|. The first factor ensures zero crossings of p(t) at the desired



sampling instants of time ¢ = T with ¢ an integer (positive and negative). The second factor
reduces the tails of the pulse considerably below that obtained from the ideal Nyquist channel,
so that the transmission of binary waves using such pulses is relatively insensitive to sampling
time errors. In fact, for a = 1, we have the most gradual rolloff in that the amplitudes of the
oscillatory tails of p(t) are smallest. Thus, the amount of intersymbol interference resulting

from timing error decreases as the rolloff factor « is increased from zero to unity.

2WEH
1.0 -=0
; 2
L £
0.8 — =1
0.6
04—
0.2
I S
2 _a 1 = 0 i 1 3 2 W
2 2 2 2

Figure 1: Frequency response for the raised cosine function.

The special case with o = 1 (i.e., fi = 0) is known as the full-cosine rolloff characteristic,

for which the frequency response of (2) simplifies to

1 wf
P(f) = W(l—i—cosW) for 0 < |f] < 2W

0 if |f] >2W

Correspondingly, the time response p(t) simplifies to
sinc(4W't)
) = T g

The time response exhibits two interesting properties:

1. At t = £T,/2 = +1/4W, we have p(t) = 0.5; that is, the pulse width measured at half
amplitude is exactly equal to the bit duration 75.

2. There are zero crossings at t = £37},/2, £573/2,... in addition to the usual zero crossings
at the sampling times t = £T;,, £2T}, . ..

These two properties are extremely useful in extracting a timing signal from the received signal
for the purpose of synchronization. However, the price paid for this desirable property is the
use of a channel bandwidth double that required for the ideal Nyquist channel corresponding

to o = 0.



ol

Figure 2: Time response for the raised cosine function.
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EE445S Real-Time Digital Signal Processing Laboratory
Analog Sinusoidal Modulation

Many ways exist to modulate a message signal m(¢) to produce a modulated (transmitted)
signal z(¢). For amplitude, frequency, and phase modulation, modulated signals can be expressed

in the same form as
z(t) = A(t) cos(2m f.t + O(t))

where A(t) is a real-valued amplitude function (a.k.a. the envelope), f. is the carrier frequency,
and O(t) is the real-valued phase function. Using this framework, several common modulation
schemes are described below. In the table below, the amplitude modulation methods are dou-
ble sideband larger carrier (DSB-LC), DSB suppressed carrier (DSB-SC), DSB variable carrier
(DSB-VC), and single sideband (SSB). The hybrid amplitude-frequency modulation is quadra-
ture amplitude modulation (QAM). The angle modulation methods are phase and frequency
modulation.

Modulation A(t) O(t) Carrier Type Use

DSB-LC A1+ kgm(t)] O Yes Amplitude AM radio

DSB-SC Acm(t) O No Amplitude

DSB-VC A m( ) SN Yes Amplitude

SSB A \/ m2(t ) * h,( )P arctan(—%) No | Amplitude { | Marine radios

QAM A \/ m1 )+ mi(t arctan(—x—gg) No Hybrid Satellite

Phase Oy + k, m(t) No Angle Underwater
modems

Frequency A, 21k [y m(t) dt No Angle FM radio
TV audio

T h(t) is the impulse response of a bandpass filter or phase shifter to effect a cancellation of one
pair of redundant sidebands. For ideal filters and phase shifters, the modulation is amplitude
modulation because the phase would not carry any information about m(t).

Each analog TV channel is allocated a bandwidth of 6 MHz. The picture intensity and color
information are transmitted using vestigal sideband modulation. Vestigal sideband modulation
is a variant of amplitude modulation (not shown above) in which the upper sideband is kept and
a fraction of the lower sideband is kept, or vice-versa. In an analog TV signal, the audio portion
is frequency modulated.

The following quantity is known as the complex envelope

B(t) = A(t) &0 = () + j wq(t)

where x(t) is called the in-phase component and z¢(t) is called the quadrature component. Both
xr(t) and zg(t) are lowpass signals, and hence, the complex envelope Z(t) is a lowpass signal.
An alterative representation for the modulated signal z(t) is

z(t) = Re{z(¢) eﬂ”fct}
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The University of Texas at Austin
Dept of Electrical and Computer Engmeenng

 Date: October 20, 2005

Midterm #1

Course:.EE'345S Eyans ~ A

Bmm

. Name CNAnS

Last,

.. :The exam is schediled to last 75 minutes.
e Open books and open notes. You may refer to your | homework ass1gnments and

~ the homework solution sets.

e Calculators are allowed. ,
e You may use any standalone computer system i.e. one that is not connected toa -

‘network.

First

e Please turn off all cell phones, pagers ‘and personal digital .assistants (PUAs)

e All work should be performed on the quiz 1tse1f If more space is needed, then
use the backs of the pages. -

o Fully justify your answers.

-Problem | Point Value | Your score . Topic
1 . 20 - Digital Filter Analysis
2 20 Digital Filter Design
3 20 Sampling and Interpolation
4 20 Phase Response
S 20 Oscillator Implementation
Total | - 100 ' ' '




Prdblein 1.1 Digital Filter Analysis. 20 points. TTR

A causal discrete-time linear time-invariant IR filter with input x[k] and output y[k] is
governed by the followmg difference equation:

v - ylk] =-0.9 y[k-1] + x[k] - x[k-l]
(a) Draw the block diagram for this filter. 4 points. .

'7%@.(‘& are 'I'WD e:&u:\/c_i_[%% anSwers ’ - . ,
rd

TNV Y S

From SIIC/Q évge ' : ' . From 5/('0/6 é'/&

(b) What are the initial conditions and what values should they be assigned? 4 points.
3&]-~0?SE%]‘f>Q}]——XE1]
.an")a( Cv/\&((/?OﬂS are )([ 1] an&( 3 [ 11
BO'Z’A .S%OU'/(/( ge set o 2era ) ensure CcmSa/ LTZ s;,s%em "

(c) Find the equation for the transfer function in the z-domain 1nclud1ng the reglon of
convergence. 4 points.

()= -0.9 z"Y(z) + X(z) “"Z-X(Z') o (See 51"a(e5_7005f;2; , 
{(2) + 0.9 () = X(2)- 2" X(2) and 5-22 Por The

-
Y(Z) i[;_:q ///2,) (ﬂmf ’21>C>Ci
’7\'(%3 | A

(d) Find the equation for the frequency response of the filter. 4 pomts
S mCQ Z%C Na on O'C con V&f‘gen ce r)’lc/aa(’CS Z’/re u,mﬁ’ Ci rc/e.

it
M )= HE [

| - e
Z= er

r 69(06’1 'og Ce‘hverg en'c e-,> "

i+0q29

(e) Is this filter lowpass, bandpass, bandstop, hlghpass notch, or allpass'? Why? 4 points.

Inie Po/e at )+00]2 =0 = 2'—“0? A,
. : ,- , HTGHPASS|
Y Zunot £r0 2 2 ! [

- . ;e .,3 . ;;4
: (o (D.' \j . etz 2= = w=0 (/600 ‘pre“‘“c'es>
| | | ‘Z"! => W=7 ng}' fﬁ?"“’"c’{s>

&/& near wufc rC/& fﬂo(liaks pﬂsséc’md Zero on of N=ax °'~f"+°“"’/e’ indiza

(92
slide

ks .9‘7£0f baad.




Problem 1.2 Digital Filter Design. 20 points.

* Asymmetric Digital Subscriber Line (ADSL) systems transmit voice and data over a telephone
line using frequencies from 0 Hz to 1.1 MHz. ADSL transceivers use a sampling rate of 2.2

. MHz. o | . £ = 2.8 MHz
Consider an AM radio station that has a carrier frequency of 550 kHz, has a transmission ’
bandwidth of 10 kHz, and is interfering with ADSL transmission. 7(' = 550 K /-/ 2

DeSign a digital IIR filter biquad for the ADSL receiver to reject the AM radio station but pass
as much of the ADSL transmission band as possible. : B

(a) Is the digital IIR filter biquad lowpass, bandpass, ba'ndstop',.highpass, notch, or ailpass?

Why? 4 points. ) o : ' .
The G(«'zaf‘f’cd II@W%"H\’I I)r‘@uacé /s o nacrowbandd _ 6000/_97"—090 7g/7lﬁr‘/ a.k’.q .
a ,no"ﬁ(’,j’l -Q/-/'Qf‘ ﬂa br‘b“aﬂ( neeﬁ(s- '1'0 rQJQCf as ACS"Z‘ (Z can :
ryr@éb\eﬂ"/':@rs b@-}—(,‘/ee,q 55 KHz2 ancl 5_523 k//z_ v tth NS/Dec{ 2o oo
5;1.,'7\@/!/? Ya O"p VRS M/‘/Z ' :

- (b) Give formulas for the pole-zero locations of the biquad. & points.
/4' [o%cuw( has &po/es ang 0~ 2<r0s. (sez slde é'L{).
'Des,‘cdn o /Io’fclﬁ ﬁ/—fe.r 7‘3 V)\ﬂ[c/l ooff (rea‘ecf) -é}lC’, /I’/}/( JA610//5

S_fa'ﬁa?’; —E\Qﬁueﬂtg . PO/@ -2 (o d/ragf‘dm ’SAOWQ 'R 2] 5/(‘6{€,~ é"’é (m«dﬁ”& P/e'f)!
' L w e o a Fwe S S—
Zero N\ Z,= €% °  Pole o= 09e? we=Antes T
) - : : -3¢ : e
/OCRF{"OnS ‘2*! - e.JwG }oca{'ﬁﬂs P - D' C{ [ J Uc_ b i
! .
(c) Draw the poles and zeros oh the pole-zero diagram on -
 theright. 4 points. » ' Im(z)
ﬂa 22ro /o'ca'ﬁo‘ns are CO’“‘J“SQ"}Z- :
C . . \(.
59‘,"/“&«[77'(; o no’ltcjl cut 7@6&6148,7&/35 , 1 o
it e and ~we and fo ensure | Re(z)

(‘ea[._v({[ute-ﬁ(- '7430('{:9/\%/6\(‘0( Coe;pg\tieﬂ ?LS.
ﬂg Po/e, /0@7%9):15 d/ch Aaue cmg/f,_g

@Q +we ond —UWc Fo ensure an ar[[/paSS
re.s[gonse 9m+510(6 O'Q rf/\e. Nerre ) Sﬁg)banglh :
(d) Compute the scaling constant (gain) f)or the filter’s transfer function. 4 points. : _ a
| (-2,2")(1- 2,2 ) | S |
o H(Q\ = C( - __‘2((" i _‘:)' o 5(‘,&/:”!9 constant 15 C v-(See 511046 é’g) e
. l“ 0._2 '-F), 2 \ N - o . .
Represe bng {-)%‘/fap i erms of poles22ms = Jan (PZIL) f(s c;ﬂ;'; . -)
e s5en o ‘ | D -2 “z)
We Cal_‘ ar b trac /)l set Zhe DC feé'OW’«gef A [ /'7[(33 '): C m =1
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“This pre blem <x/9/;;,,»es %Ae_',&an/
uareafishc aSSu'/z;a Fron S /n‘: Fhe
Shanon som,a/maou Fheorem (shdes 4-6

Consider the process of converting a continuous-time signal to a discrete-time signal and the éno( L/-7>,
process of converting a discrete-time signal to a continuous-time signal. In this problem, we

- will not include the effects of quantization.

' Problem 1.3. Sampling and Interpolation. 20 points.

S ! R ) R L
. ( ) : Y lowpass ( ) : [ ] : hold : ] ’ ¢
)T | o Zero- — ! 30)
' Lowpass ' ! Lowpass |!
— 1 A @_’ 1 > L . 1
i | Filter #1 : 1 Order Filter #2 |!
: ;1 | Hold L
. . 1 1 1 ] .
I N |
B e R P memmmmmmmmm——— - v
W gpec «g?a/-;,,; b ,."4PQ55/) ‘FP&SS,) /45,{.0?} , -?(;,,r.af,q o o
Continuous-Time to o Discrete-Time to
Discrete-Time Conversion Continuous-Time Conversion

The lowpass filters are analog, continuous-time, infinite impulse response filters. In the o
application that will use these subsystems, the phases of the signals are not important, but
tracking the time-domain waveform closely is important. o

(a) What algorithm would you use to design lowpass filters #1 and #2 to guarantee a minimum
number of biquads? 5 points.

E//,-/J%v’c 74/7[&* afesfjﬂ a{ﬁoﬂgf%m (see si;o(eg .4—23 a,,4 é.,;;c/)
and hemewerlt problem [/.57) . | | | -

(b) How would you choose the sampling rate fs? 5points. T
F/‘trm -i’he -Sﬁano-ﬂ sanP /'fg "f/ieamm : “Fs > a "fs-fDPl_ (5]!‘616:,':2 L"'/@) ( . // _‘C'F)
«FS.,LQPI is chosen fo he —H\&jcmx Q-f mterest in Y (£) hoes Jod (1% collodt ).
To #rack #ime-domacn wavekorm c/aselg,) "/'5 > 3 ”Fs.{-op (slide Y-/o).

(c) The sampler and zero-order hold subsystems are being driven by two different oscillators,

where each oscillator oscillates at the approximately the sampling rate. .Is the accuracy of
the oscillators a significant problem? Why or why not? 5 points. '

A {-m&v'i.n% ecror in the oscillator correspoads 4o a{aﬁm;.a SAAE m
ﬁezww% rﬁs,oonse-. Since éﬁa /oAaSeS oﬁ -f“/ie Sz m?/s ‘wn thes _
@ :&)é)g)//‘ca‘hm are not L‘ﬂ’)ﬂar'l"aa”f,, e can o Jerate Fhe wsual 0.]1% accarcacy M .

at is the pulse shape being used for interpolation in the discrete-time to continuous-time 3 scillafors,
conversion shown above? . 5 points. ‘ - : :

The Pulsc S[IO\PZ ;_);) the 2eco—order hold 5 a rectan wlae

pabe (secside 75). The actuel pubse wsect 5 the
,hkrpo/a“fmv;) s the convoluhon of Fhe f‘ec/{-ﬁ,,gu[w.ﬁm/sﬁ |
( of durahon Ts> with Hhe Chpu [se. reSponse. of /o(zvffﬁSS Ver #,




Problem 1.4. Phasé Response. 20 points.
Two stable dlscrete-t:lme hnear time-invariant (LTI) ﬁlters are in cascade as shown below.

x[k]“' v[k] ylk]
——— | Filter #1 " F11ter #2 >

b, Ik bkl

A

' Filter #1 has nonlinear phase.
Either prove that the cascade of LTI filters always has nonlinear phase,c'or give a counter-

“example. .
,L)mo,,g stable discrede—Fmic czfﬁ//m that can be mf/g,w,/cx
FIR ﬁ%efS and anth = ?am'ruzfn¢ FIr £ /Hfes ;éawe, :

oﬂ/za ?a’"ﬂ‘*@‘)ﬁh\b’
% /voﬂ/z//\’_a»/ p/w)c, A4} 7@/#—(‘ #/ cawlol /‘Z.,Su,/é”

e phase -
74.%,” zci’Aef QN flﬂ *H/-/'tf wr»”/?«"uf’ %J’nfﬁaﬁ?(ry 5’:’7?'/7 Sjmmv‘ry in
/S Free w/" v /9/4&92_

- fhe e e—aC«F‘»‘th‘&/t“f'S or an IIR ‘g[“"“’“‘” Fol#es %l
.Cafun%’vr~ex@hnlp/e/ #H[ 2 FIR ’qj?taﬁq : (ﬁ»m asﬁc&mfgo/uﬁcn )

Ze{‘ J-,,[h] = Sfﬂ-‘r L "[y il
%' [x1= “’*—[K1+ STk-i'l
Tmpulse re;/am;z o

Li<]: ,Lk]%!\a[fij

w}\ffjw AaS /mecﬂ ,/gfqafsef | |
- /& #’Q TIR - FIR c’.a§ca-’ii€<

/;ez e #1 be an TTR bigued Gllopole) i
fller # 2 be o Three ey FIR ﬁkp_
| et /7/ (%)“ (| -p 2 )/ >

H (2)= C/f’:”“”/
0 p® / < r,o)Z + 2 ‘p;{l
2,2

)e = reﬁ} réfo,i) /Qws@ o

ot ( l y

U

phere p=ce
Ay valie fc«,f?
f(2)= H} (%) Ha(?) = C, pwhere C 3 a &nsz%mzj.

.
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' Problem 1.5. Oscillator Implementation. 20 points.

Considef,é casual discrete-time lin‘e‘ar time-invariant (LTI) filter whose impulse response is

cos(1t/3 k) u[k]. The relationship in the discrete-time domain between the input signal x[k] and

the output signal y[k] is | | Iy T€EE fhatng point
L y[k] = x[k]+ y[k-1] - y[k-2] - YVaxlk-1] arithmede, —é s -exa c'f'/71

with initial conditions y[-1] = 0, y[-2] = 0, and x[-1] =0. et fedl usmg ene
o . it 0¥ mantssal.

* The filter is to be implemented on a TI TMS320C6700 programmable digital signal processor
using IEEE single-precision floating-point data and arithmetic. The single-precision IEEE
floating-point data format has 1 sign bit, 8 exponent bits, and 23 mantissa bits.

(a) In generating the impulse response cos(7/3 k) u[k] using the above difference equation,
how many bits of precision are lost in the calculation of y[0], y[1] and y[2]? 4 points.

xIk]1=81kT = xLI= | =p ylol= xLelt gl T-ylal e T[] =% ]~

| No LosS o R - xli]=o ié[Il: Xfl]-ﬂé'[o-]“\é["fj——“; X[’cs]:gfo]~ii)([a]:i
| PRECTSToN x[al=0  yfal=x[R21+yI01] ~l§f-°1—:"a><fﬂf []-9[e]=-%
(b) How would you restore any lost precision that may result from the above differenceg ' 5‘ o =

equation that would be applicable for any frequency of the oscillator? 4 points.
Foc the eneral case o mp lementhng an oscillator of freguency ot
Fhe foron wo= &ﬁ'%);.w}ha{*e L& the ,oenkoc(,) we (esez‘ the F/ter every Lih
sanp fe ‘b‘j sethne the mipal condifrons o 2=ro and #He "’TP“?‘ t2 X [K]:&fﬁ]_
(We ore cass“mmlgf that N ond L are c<latve /)" pame., e 9. N=6 end L=35,)"
(c) Write TI TMS320C6700 assembly to generate the constant %2 as a single-precision floatin
P g

point number in register A6. 4 points. mvik .Si &, A A 5 Ab=2
Usm ”‘Sm"m"; o ;Mw [-ao, TNTSP Ll AL, A6 3 ALTA.0
I‘QB/OU‘W(Q*/ P chsp ,,Sl A(D,Aé )/4@:'[/&_0

(d) Given bélow is a linear C6700 assembly language program to compute y[k]. The address
for x is in A4 and the address for y is in BS5. 8 points. o ' T

1. Assign functional units for each instruction. SR e T ,
2. Show all possible parallel groupings that do not cause pipeline hazards by using the 4
double vertical bar || notation (the || notation is in chapter 3 of Tretter’s manual). - page qH-

; Constant 0.5 stored in A6 in single-precision floating-point format

mpyse Ml A7, a6, Al0 : AL0 = 0.5 x[k-1]

LDW «Pl  *n4[1], a7 ; A7 = x[k-1]
I\ LDW D3 *B5[1], B8 ; B8 = y[k-1]
LDW 0P *A4, A3 ; A3 = x[k]
il LDW D2 *B5[2], B9 ; B9 = y[k=2] _ _ _
NOP 3 oo sut of three
 registecs frem (3 'F//@

, Dl . k- = .
STW A3, *Ad[1l] - Update x[k-1] X[k]zyﬁ&/// ﬂwghts o 4;0Cﬁ0na/ i

|| SUBSP L% B9, A3, B1l  ; Bll = x[k] - y[k-2]
ADDSP L2 B8, Bl1, Bll ; BIl = x[k] + ylk-1] - y[k-2] Fromdalapath 3. —7
|| STW  :D B8, *B5[2] ; Update ylk-2] = y[k-1]

'suBsSP .Lax Al0, B1l, B1l ; Bll = x[k] + y[k-1] - y[k-2] - 0.5 x[k-1]
STW DX Bll, *B5[1] ; Update y[k-11 = yI[kI A - )

Msmé slides (30, (=33, 3-5, and A~6.
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Problem 1.1 Digital Filter Analysis. 20 points.

A causal discrete-time linear time-invariant filter with input x[k] and output y[k] is
governed by the following difference equation:

V[k] =-0.7 y[k-1] + x[k] - x[k-1]
(a) Draw the block diagram for this filter. 4 points.

(b) What are the initial conditions and what values should they be assigned? 4 points.

(c) Find the equation for the transfer function in the z-domain including the region of
convergence. 4 points.

(d) Find the equation for the frequency response of the filter. 4 points.

(e) Is this filter lowpass, bandpass, bandstop, highpass, notch, or allpass? Why? 4 points.



Problem 1.2 /IR filtering. 20 points.
For the system shown below

x(t) x[n] LTI y’n] y(t)
— | C-to-D [——®| System [P D-to-C —P
H(z)

T= l/fs T:= l/fY

The input signal x( t ) to the Continuous-to-Discrete converter is

x(t) = 4+ cos(500m¢)-3cos([(2000m /3)¢]

The transfer function for the linear, time-invariant (LTI) system is H ( z )

1_Z—l)(l_ejn/ZZ-l)(l_e-jn/ZZ-l)
Hlz): ((1- 0.9¢" 27| (1- 0.9¢ /272 1)

If £, = 1000 samples/sec, determine an expression for ¥ () , the output of the Discrete-to-
Continuous converter.



Problem 1.3. Sampling and Reconstruction. 20 points.
Suppose that a discrete-time signal x[n] is given by the formula
x[n] = 10cos(0.2nn - 1 /7)

and that it was obtained by sampling a continuous-time signal at a sampling rate of f; = 2000
samples/sec.

a) Determine two different continuous-time signals x;(¢) and x(#) whose samples are equal to
x[n]; i.e. find x,(¢) and x,(¢) such that x[n] = x,(nT;) = x2(nT5)

b) If x[n] is given by the equation above, what signal will be reconstructed by an ideal D-to-C
converter operating at sampling rate 2000 samples/sec? That is, what is the output y(¢) in the
following figure if x[n] is as given above?

[l —py DT )

K- 10



Problem 1.4. Linear Systems. 20 points.

Two stable discrete-time linear time-invariant (LTI) filters are in cascade as shown below.

Xk] k]
—»  hn]l ——» hln] —>

a) Show that the end-to-end system from x[k] to y[k] is equivalent to the following system
where the order of the systems have been replaced, or give a counter-example. 10 points

HA] k]
——»  hfn] ——» k] —>

b) What practical considerations have to be taken into account when switching the order of two
systems in practice? 10 points

K- 11



Problem 1.5 Assembly Language. 20 points.

Consider the discrete-time linear time- x[n] 2 | > > in]
invar.iant filter with x[n] aqd outp}lt y[n] shown on Unit
the right. Assume that the input signal x[n] and Delay
the coefficient a represent complex numbers. (n-1]
yin-

(a) Write the difference equation for this filter. Is
this an FIR or IR filter? 4 point.

(b) Sketch the pole-zero plot for this filter. 4 points.

(c) Write a linear TI C6700 assembly language routine to implement the difference equation.
Assume that the address for x is in A4 and the address to y is in AS. Assume that the input
and output data as well as the coefficient consist of single precision floating point complex
numbers. Assume that the assembler will insert the correct number of no-operation (NOP)
instructions to prevent pipeline hazards. 12 points.

K- 12
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Problem 1.1 Digital Filter Analysis. 20 points.
A causal discrete-time linear time-invariant filter with input x[k] and output y[k] is
governed by the following difference equation: : ,
ylk] = 0.81 y[Ak-2] + x[k]
(a) Draw the block diagram for this filter. 4 points.

~The L/DUJ O'C d“"L"‘\-

XLK/_S SEKJ Fhrows h Fhe b /o el
A | dmigém s shown l’g}
y e Fhe “arrews.
P Lx-a] ,
(b) What are the initial conditions and what values should they be assigned? 4 points. .
U [o] = 0.3I 3)}&] -+ XZ—O-] . ';E”f/\.‘a/ CondihonS ar€

Sl = ). i1 4 v [ -1 aad -2,
9["1 o7 é[ ‘] j ‘/j%er\r valwe s (é)ww(ﬂt L&

| | Zero o auarentes LTI fmpardv‘ei
(c) Find the equation for the transfer function in the z-domain including tge region of ’ ol He 1 Jter.

convergence. 4 points. N
Ta ke <+he 2- +rans 7%/\4" 07[7 VL/-"— 0&’-%0& ecﬁ“"‘a’"/’\s“ o
with 4 I-(1=0 M43[,31= o and iSolade the ¢aho - j(%)/z[%) :

Tio- on1 2236+ X6) gy g
T (1-0977)= X6 7 T (-o81E” He)

(d) Find the equation for the frequency response of ;che‘ﬁlter. 4 points. ‘ P )‘6 s ar e/ /o caJ—eo( aj_
- =)

émce_ ‘H\Q (‘anor\ wp Coaveri|aence (/QDC) o
;s 7 .. j , 8( A - O

of .ﬁw‘-—;}mwg-&r‘fﬁwd%bﬂ meluoles e |~ 0.212

unit ciccle, the subshehin 22 valkd: (1+0.4 :ZA)ONDI(:(?”‘):D )

' I
'{ w‘—"IL/(%)/ S -] =~ q and Z= O:G(
/ -g:.re%( ‘5 gcgéw / - 03[6 J&w ? 0 | (
(e) Is this filter lowpass, bandpass, bandstop, highpass, notch, or allpass? Why? 4 points.
 Tmeeg Po/p,s near 4he b CIr\c/e, (bt

inScole Ho wart c:cm[e, ) 14}{,},47@/ L
—/’ﬂL /0@555 cad < mﬂ'%/’\m»—ﬁr/fer. e

~ fef=f |
, /7&55 Aaxm( at W=0.

\4_/ An o“PAQ/‘ P 2S¢ go.nél. al w= /a8
Poad s+op L Hter.




- -Problem 1.2 Digital Filter Design.-20 points. - - — - - - - - — — — . . ...

A dual-tone multiple-frequency (DTMF) signal consists of a sum of two sinusoids of different
frequencies.

1209 Hz 1336 Hz 1477 Hz

The table at the right

shows the DTMF

frequencies for a 697 Hz 1 2 3

touchtone landline !

phone. The sampling 770 Hz 4 5 6

rate is 8000 Hz. " g

Design a digital IIR 852 Hz ' 9
- filter biquad to detect "

a fréquency ‘of 1477 941 Hz 0 #

Hz but not detect the y

1336 Hz frequency. Alphabet of DTMF symbols for

- touchtone phones

(a) Is the digital IIR
filter biquad lowpass, bandpass, bandstop, highpass, notch, or allpass? Why‘? 4 pomts

A beguad hes Qloa/efs end. O~ ZerS.
We want i\b 2ss 477 Hz aad re.a\eol" /3% 6 Hz.

A5 (S e Bam[/oa,$5 ’/;/—/cr th% 8 cz/;/ef “pf«—%wm(/a a‘ﬂ /"7‘72 /‘]Z
(b) Give formulas for the pole-zero locations of the biquad. 8 points.

° 1477 Hz . . ~ B
Mrm = A7 _-—'——?ooo 7 )y peles focaded o f

0 7‘5 ;v 1‘{77 P O 9ge
vy -4 *133¢8
1336 Mz 4 ‘3%’ ; =€

0336 = QT gz)va }/z

(c) Draw the poles and zeros on the pole-zero diagram on
the right. 4po£nnE.
Wiz 3 ‘
Zers Ore C@")"‘g‘“te’ SgmmeTn e Re(z)
}OO/ZS o Lendugawl-b ng"”\g;/ﬂo
(1» 2o Z )(l*
Hiz)= < (-p% o2 (- ) . W
w = 4717 Hz = Peenter™ chuhr

pender
(d) Compute the scaling constant (galn) for the filter’s transfer function. 4 points.

Tlet H(/Z'Lemfer) . Set Fhe g/véf‘g r\c_séoank ofo- / aé /477/7[2.
H(%cen-kr> = C 6%4"—«’)(&’2 EWWA - / arol So/"’Z 74(\

- oi‘c;kﬂl P2 n

4

(l
(1

A 1={‘77



Problem 1.3. Sampling. 20 points.
One can represent ideal sampling a continuous-time analog 777"~ "777773
signal y(f) at intervals of a sampling period 7 as amplitude y(t )
" modulation by an impulse train to produce a sampled
analog signal. We can view the input-output relationship in
continuous time as given below:

Za(z—/cT)

Futher, we know that the Fourier transform of the impulse
train is another impulse train: | b

S54-kT) o Zﬁ(f nf)

=—00

In practice, we cannot sample at ¢ = —oo. In practice, we would use causal sampling.

(a) Derive a formula for the Fourier transform of a casual impulse train u(f) Z o(t— kTS)

10 points.
/V-z;e. This is lclenﬁ‘c,al s 7679%2 gé{) = w(z) m Fhe above. block Jcoﬁrm

Solupon #]8 WY D> SM-kT) = S(t-kT
, lx%oo Z mi )Q"T,&T‘}

{7 5(e- k1) 3 = z,,;{g(tm:)} >,

K=o
| g [""7L’b’l #2! /%"4/74,0/"—‘37[7"” - "/'/{C 7{#’:‘72 Clomaln MeanS ~
w‘f‘?aﬂ ul'é '%/‘& 7[,"3%% elomaln $ Y }

o & st - Fal FLZ 36t

Fluw 202
= [456)+3 *| zi(f-mcﬂ

==

;)vr—}-

(b) Sketch the magmtude of the Fourier transform of a causal impulse train. 5 points.

g 2 [5(4 AR Q“(MQ] N

<. - ~ F
2E £ o & af,
(c) Describe the difference between the Fourier transforms of the (two-sided) 1mpulse tram and
. the causal (one-sided) impulse train. 5 points.

60%}-\ omﬂlam Devec de l+as with oreo 7( re 7ca7l¢ué evaaj ]ngea/

o (;-—QA an r‘("f)alsﬁ '7Lfa[n W (FR S/aum L.e,r/‘(/\e,e/n /n u §¢_3
‘ﬂz cansl Verscen i Fhe ?ruguzn oloman )*wts an acldeto o

. I m rvf‘e— Dert'p ¢ &/ X .
fgznoolfc ferm ;afr («Fﬁmﬁ) M\efe s p A endex




Problem 1.4. Time-Domain Response. 24 points.

Two causal, stable, discrete-time, linear time-invariant (LTT) filters are in cascade as shown
below. T '
h ] h 3 [
x[k] v[k] yIk]
————— Filter #1 Filter #2 ——»

A 4

Filter #1 has an infinite impulse response (IIR). Filter #2 has a finite impulse response (FIR).

Either prove that the cascade of the LTI filters always has an infinite impulse response, or give
a counter-example. o
Jal < |

rﬁe 574’2&7(&/,\1/1% s 7£a1 /52,_{ /DOOIL) é)g countere X CWY) /e‘_“ Le."f

— po/z“zefo Canv(‘,‘b[/@%;ﬂ

So/w ’/7@,\‘ in ‘%/4& ﬁms 7417)1 a{oma[‘é \
}),fk] =@ LI‘LITIH] + x[xl = /‘/, (2) = T az
V[K‘],\ CLV[K*‘I] = /7[&(%):[—_61%*(

| et

hoLel =
’ () / S =

/L/(%): /'/1(%> ﬁg(%)‘[ﬁ%‘f][b-ag] |

klkl = BDJ ww heeh hes a 74)/),5% f\/V)ﬂM/S& PQODﬂSie,

e O

and

| (’/”\/9242 v*—l;qf 74‘/716/ #/ e a Ccf"\ﬂ\-u/lfc..a’he;?'
f/ /L&ﬂ ﬁ '/7ZC/‘ 7(;2 woul 0( be L /j/ fi{,{&j

C;Aann-&i) , ‘ .

des g A Plfee FR shertens Fhe /;)Qw/ﬁﬁz__
.;reSFeﬂSc of f/M cascade 7§Dm é“’/f/? ynFinife

gé(/tra”/lon 7‘0 é@ 7{‘”’/6 " ﬂZM/\a.f?;n_ Z:q a&/ézgﬁo;l/
e specthic exaptes of h K] and LIk ] «bove
/:'?0”(9 /73[/<j alS a 7(;@-60.&76' a./;mﬁm‘ eZ,ua/r 284~ //; " Aar/'
' ’//uc caSCew/e, A«'ﬁce}m.@ﬁ a -/—WQ.SS.;> B




Problem 1.5. Potpoufri. 16 points.

Please determine whether the following claims are true or false and support each answer with a
brief justification. If you give a true or false answer without any justification, then you will be
awarded zero points for that answer

° € N .- ;) v - —
— See Your noteS ;Qv ih'C/’ﬁ\gg c’a‘,[rl‘?c-uﬁsféﬁ 6“§' stielés 5'7“/‘7@4% 5-r8, :

(a) The Parks-McClellan algorithm (a.k.a. Remez Exchange) always gives the shortest length an oA en&( ‘o
FIR filters to meet a piecewise constant magnitude response specification. 4 points. Jeciure é

"/-Ze PM/CS’/V’ CC /e[[ttn a[éw;VHm\ 7(/10[3 %/{e. S/u»r—ﬁeyf /&gﬂt/; 5] i 0(/?/5
Jinear phase FIR £ [hors with £loahaa-pont coeldreiedts
= A N
Fo meel A preceis:5e Cons Zont mag nifvde respeonse 3 peec JQCQVS“”” .
—The Packs-WLfe Hon a,l%,mw«m ts [fecahuve Md(.'m% Lei/
<r}~e ConVU—a e "}'bm Soi/u-ffﬁ:sn)e-g, veu(‘ V{!‘%, /w\é Fﬂ“gr]%ﬁrs, - Tz
(b) The Laplace transform is a generalized Fourier transform in the sense that every
continuous-time signal that has a Fourier transform has a Laplace transform. 4 points.

FALSE_» “The Fros—scded Sréna[ eos [aﬁ‘é%\ has a Fowrcer
%,W\_'s‘?l?a\/\m Aw+ /Le’f oL C"fz,uo-*sc;{ﬁi) Lovo/%& 7[7‘5'(\.5’74!\/)1.

<(/'Z/;5 %wﬁ:n QPMS on 8 l;o(e 5—“/;?,‘3

(c) When the order of two linear time-invariant (LTI) filters in cascade is switched, the input-
output relationship of the cascade always remains the same. 4 points.
. . A Cooa , ,
m From shide- 5:’/‘{ / 6roler o-f +wo LTILT 5,33’/&«.3 i’
cd sbc ade Can | é)e, St itche a( unoler z.‘LA e alSs bt./r)O 7Z7 2 :1’)

-%/Aa+ Csnyw,ul’a‘fv S afe P—‘Z/‘"ﬂbﬁ’h&&( "N S§GC+ PreeiSien

‘ﬁrs Py w}\}/ ‘/LAQ a{‘ozar 0'7[) éfg’u;ﬁég noa CaSCa&{c),éZ .T.-T)e M)pZeﬂ’le,ﬂ‘!—é‘ﬁw:

(d) In a communications receiver, you are asked to implement a sinusoidal generator for a m atfers 3 an "’e

downconversion (demodulation) stage in C on a programmable digital signal processor. | zj ;41 2, . »{',A, !E’;, ‘

The sinusoidal generator will run at a frequency provided externally. (The external TIR £ /. /e/
frequency reference is necessary to adapt to the carrier frequency used by the transmitter TIK g
and altered by the channel.) The most efficient implementation of sinusoidal genetator is| S7retefu €

to use a C function call to either the cos or sin function. 4 points. matlers.
Clac .,C,‘ cahon 1 “The value o Fhe "/7‘"/5“:@‘ “2@“ @aﬂm‘f»l}aﬂge\
over time-, “The of/muxja is due to vanahen v Fhe FHandm e
0 S C,; ”w‘ﬁ( over~ "HM&) on OL NoN [ln gor~ c\v\d{. ‘fLﬂLC—' V' ar v ({»—fe_c/'f's

‘ ) }r\,& otﬂa/la 0 -Fron 717 640(..3 (e‘ L power a L-F‘Nr& an 0L C/[l(«b'll’l-&, -
From ¥ 3 e o cop
Aﬁeny“a"fls\(} me,_vff'}L.eQ(S (C foncton cal[),

TS are| All Fhree Sif_ms-m‘_da{_.g Aedts AT el T
FALSF b/e) andl Adifference .eﬁu—ﬂ'ﬁon ) can guwporf “ 7‘7/)L€~V€r/;:/j ,

i

&

/

/oo) o Fo . .
<V\{3£-°r W, . (,,LAL /00 kVP +a b [e— wa(ﬂ( rQ?),M,:tr‘ez rhW*e Zar’ﬂﬁ °n J .

#@wmevéuaﬁa}\ )5 more edficiend Fhan a C call.

va Luu’.

Zoo/(uf 7Lﬁ é/& °Vv’ 6{(
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e . All work should be performed on the quiz itself. If more space is needed, then
use the backs of the pages.
o Fully justify your answers.
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1 20 Digital Filter Analysis
2 20 Digital Filter Design Part I
3 20 - Digital Filter Design Part II -
4 20 Phase '
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Total 100. '




Problem 1.1 Digital Filter Analysis. 20 points.
A causal discrete-time linear time-invariant filter with input x[] and output y[k] is
governed by the following difference equation

vkl =aylk-1]+ (1 - a) x[X]
where a is a real-valued constant with 0 <a <1.
(a) Is this a finite impulse response filter or infinite impulse response filter? 2 points.
I I_@ X D;,)Cfefe fnce Qg‘ua'ﬁo ,; fe///c; ) f,(g //e Viotes oa?spu,‘%’
\/ck/pLQ (/Ias 7Q6¢(A& CL/C). The 5‘95 Jeon has & non— Z@m/‘o/& at Foa,
(b) Draw the block diagram for this filter. 4 points. _

9&]

(b) What are the initial conditions and what values should they be assigned? 2 points.
9[01 = ”‘“Z}[”]%' (1-») xLo] |
T, Fial eond fron IS 9 ~1]. we Sﬁfg[*/jco Joensure LTL

. ropes €S,
(¢) Find the equation for the transfer function in the z-domain including the region of
convergence. 4 points. S

T(z) = a2 L)+ (1-2) K (2)

(1-az' ) L(=)= (1-2)X (2) |

’/f(%) N /L:_O_k_’_ ,Af /z’ > aC Aue 7§ caula /g .
f(%)‘ J-az _

(d) Find the equation for the frequency response of the filter. 4 points.

Since fhe feg"”‘ 0'7[) C°f1v€f9/€n&€ 7Cr He %’ZAS,Q_/ -ﬁna%w}
CD/"%//:’;S 7%'7 Vf/T‘ZL C’fc/&/ /'!(fr 7[%@ 74/%(_,; S%éé/e/
- N
717/ /w)': /L//Z"”)/ — _/——L“’:)—;J—
freg /e gd [~ ae
(e) Is this filter lowpass, bandpass, bandstop, highpass, notch, or allpass? Why? 4 points.
Im v
. ; ‘.)L?/%‘/‘/“j?’”ﬁfa/e af?ra) 04014/. wWyle= 0.
T fer has ao Zecos. fole determaes /a:SSAW,/,‘

¢ whena=/ andl

ﬁe(%) /.:—17%0 rS /ow/ézs
eSSen%:‘a/// m//pﬁSj L(/A!/l AXO.




Problem 1.2 Digital Filter Design. Part I. 20 points.

Consider a transmission of an amplitude modulated signal centered at carrier frequency f. over
a communication channel with additive noise. There is narrowband interference at frequency
fo. The spectrum of the received signal is shown below:

'y

(A

nf fo B
- f

The first three stages of the receiver (after the antenna) are shown below.

. A/D | Filter #1 | _| Filter #2
7? | Converter Hq(z) H,(2)

A
A

The A/D converter samples at a sampling rate of f. Assume that f;>> f., as shown above.

Design filter #1 as a digital IIR biquad to remove the narrowband interference while passing

the other frequencies as much as possible by properly placing poles and zeros.

(a) Is the filter lowpass, bandpass, bandstop, highpass, notch, or allpass? Why? 4 points.

Notoh. We scck Fo elmmate only one Fepuency (F ) anst
/ﬂ$$ a// ofA&f #ffumc res asS ,m,uaé AS poss }6/@,

(b) Give formulas for the pole-zero locations of the biquad. 8 points.

_— LA, — ‘)‘WA _ '/'an
éf/,,‘—???’;s y fo= 0.9e )*ﬂ—ac(e
BT
2=e " ,7=%

(c) Draw the poles and zeros on the pole-zero diagram on
the right. 4 points.

(d) Compute the scaling constant (gain) for the filter’s
transfer function. 4 points.

(I’Z/?">(”27?")
- o MoEmE LA
h =G (-p ) (P ')

Sed the DC sass +o be one andl So Ive for €

Hi1) = ¢ _é:%)((v%a) _
[ (l‘ﬁa’)(‘/"ﬂ)




e
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Problem 1.3 Digital Filter Désign. Part II. 20 points.

As in problem 1.2, consider a transmission of an amplitude modulated signal centered at carrier
frequency f; over a communication channel with additive noise. There is narrowband
interference at frequency fy. The spectrum of the received signal is shown below:

4 \f' \[“ }ﬁasséanﬂfi

AA S

| 1
- %fs _ﬁ c J/ng

The first three stages of the receiver (after the antenna) are shown below.

N A/D | Filter #1 | | Filter #2
& | Converter Hy(z) Hy(2)

A
A

The A/D converter samples at a sampling rate of f;. Assume that f;>> f., as shown above.

Assuming that filter #1 has been properly designed to remove the narrowband interference,
design filter #2 as a digital IIR biquad to maximize the ratio of the signal power to the noise
power (i.e. the signal-to-noise ratio) as much as possible by properly placing poles and zeros.

(e) Is the filter lowpass, bandpass, bandstop, highpass, notch, or allpass? Why? 4 points.
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(® Give formulas for the pqle—zero locations of the biquad. 8 points.
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() Draw the poles and zeros on the pole-zero diagram on
the right. 4 points.
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(h) Compute the scaling constant (gain) for the filter’s
transfer function. 4 points.
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Problem 1.4. Phase. 20 points.

The following discrete-time linear time-invariant (LTI) system with input x[»] and output y[n]
is governed by the difference equation

y[n]=bx[n]+2bx[n—1]+bx[n-2]'

where b is a real-valued and positive constant. Either prove that the LTI system has linear
phase, or give a counter-example.
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Problem 1.5. Potpourri. 20 points.

(a) Give at least one application of each of the following types of filters. 6 points.
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(b) Using digital signal processing, how would you change a sampled voice signal of a male
speaker into a female speaker or a female speaker into a male speaker? 6 points.
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Problem 1.1 Digital Filter Analysis. 25 points.

A causal discrete-time linear time-invariant filter with input x[k] and output y[k] is governed by

the following difference equation

ylk] = @ y[k—2] + (1 — a) x[k]

where a is a real-valued constant with 0 <a < 1.
Note: The output is a combination of the current input and the output two samples ago.

(a)

(b)

(0

Is this a finite impulse response filter or infinite impulse response filter? Why? 2 points.
The current output y[k] depends on previous output y[k-2]. Hence, the filter is IIR.

Draw the block diagram for this filter. 4 points.
x[k] > Yk

ylk-1]

y[k-2]

What are the initial conditions and what values should they be assigned? 4 points.
y[0] = a y[-2] + (1 — a) x[0] Hence, the initial conditions are y[-1] and y[-2],
y[1] = a’ y[-11+ (1 - a) x[1] i.e., the initial values of the memory locations for
y[2] = a y[0] + (1 -a)x[2] ylk-1]and y[k - 2]. These initial conditions should
be set to zero for the filter to be linear & time-invariant

(d) Find the equation for the transfer function in the z-domain including the region of convergence.

(e

®

5 points.
Take the z-transform of both sides of the difference equation:
YR)=a’ 7’ Y(2) + (1-a) X2)

Y2)-a’ 27 Y(z) = (1 -a) X(z)

A -7 Y2 =1-a)X(@)

H(z) = e, = 1 2a—2 = _11 - =]
X(z) l-az (I-az )(1+az™)

Since the system is causal, the region of convergence is Izl > a.

Hence, poles are located at z =a and z = —a.

Find the equation for the frequency response of the filter. 5 points.

System is stable because the two poles are located inside the unit circle since 0 <a < 1.
Because the system is stable, we can convert the transfer function to a frequency response:

Hfreq(w):H(Z) l_a

l—a’e™?®

z=e’?

Is this filter lowpass, bandpass, bandstop, highpass, notch, or allpass? Why? What value of the
parameter a would you use? 5 points.

Poles are at angles 0 rad/sample (low frequency) and Ttrad/sample (high frequency).
When a = 0, the filter is close to allpass.
When a = 1, the filter is bandstop. Poles close to the unit circle indicate the passband(s).

K- 26



Problem 1.2 Upconversion. 30 points.

You’re the owner of The Zone AM radio station (AM 1300 kHz), and you’ve just bought KLBJ (AM
590 kHz). As a temporary measure, you decide to broadcast the same content (speech/audio) over
both stations.

Carrier frequencies for AM radio stations are separated by 10 kHz. The speech/audio content is
limited to a bandwidth of 5 kHz.

XD _| Filter #1 W@ | Filter #2 | Y?

hy(0) ho |

Sampler at
sampling
rate of f;

The output y(¢) should contain an AM radio signal at carrier frequency 590 kHz and an AM radio
signal at carrier frequency 1300 kHz. The input x(¢) = 1 + k, m(t), where m(¢) is the speech/audio
signal to be broadcast. Since m(f) could come from an audio CD, the bandwidth of m(¢) could be as
high as 22 kHz. Note: Filter #1 is anti-aliasing filter. Filter #2 is a two-passband bandpass filter.

(a) Continuous-Time Analysis. 15 points.
1) Specify a passband frequency, passband deviation, stopband frequency, and stopband
attenuation for filter #1. Speech/audio bandwidth for AM radio is limited to 5 kHz.
Filter #1 enforces this requirement (see homework problems 2.3 and 3.3). Assuming
the ideal passband response is 0 dB, A, = -1 dB and Ao, =-90 dB. The 90 dB of
comes from the dynamic range of the audio CD. Also, f., < 5 kHz. We’ll choose
Jpass = 4.3 kHz and f,p = 4.8 kHz. The transition region is roughly 10% of fpass.

2) Give the sampling rate f; of the sampler. We want to produce replicas of filter #1 output
centered at 590 kHz and 1300 kHz. Also f; > 2 fiax and fiax = 4.8 kHz. So, f; = 10 kHz.

3) Draw the spectrum of w(z). Each lobe below is 2 f,,,.x wide.
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4) Give the filter specifications to design filter #2. Filter #2 passbands are 585.7-594.3 kHz

and 1295.7-1304.3 kHz, and stopbands are 0-585 kHz, 595-1295 kHz, and greater
than 1305 kHz. These bands have counterparts in negative frequencies.

5) Draw the spectrum of y(#). Each lobe below is 2 f,,.x wide.
Y(f)

aVaulaYalllh

—1300 kHz -590 kHz 590 kHz 1300 kHz




The block diagram for the system is repeated here for convenience:

XD _| Filter #1 W@ | Filter #2 | Y®

—» —
hy(f) h(?)
Sampler at
sampling

rate of f;

(b) Discrete-Time Implementation. 15 points.

1)

2)

3)

4)

5)

Give a second sampling rate to convert the continuous-time system to a discrete-time
system. There are two conditions on the second sampling rate, as seen in homework
problem 3.2. First, we’ll need to pick a second sampling rate f;, for x(¢), w(t), and y(¢)
that minimizes aliasing. The maximum frequencies of interest for x(¢) and y(¢) are 22
kHz and 1305 kHz, respectively. In theory, w(¢) is not bandlimited. Second, we’ll
need to pick the second sampling rate to be an integer multiple of f;. In summary,

f2>2 (1305 kHz) and f;; = k f;, where k is an integer

Would you use a finite impulse response (FIR) or infinite impulse response (IIR) filter for
filter #17 Why? In audio, phase is important. AM radio stations generally broadcast
single-channel audio. (AM stereo had gains in popularity in the 1990s, but has been in
decline due to digital radio.) Assuming single-channel transmission, filter #1 should
have linear phase. Hence, filter #1 should be FIR.

What filter design method would you use to design filter #17 Why?
I would use the Parks-McClellan (Remez exchange) algorithm to design the shortest
linear phase FIR filter.

Would you use a finite impulse response (FIR) or infinite impulse response (IIR) filter for
filter #2? Why? As per part (2), filter #2 should have linear phase, and hence be FIR.
Also, filter #2 is a multiband bandpass filter. It is not clear how to use classical IIR
filter design methods to design such a filter.

What filter design method would you use to design filter #2? Why? Through homework
assignments, we have designed multiband FIR filters using the Parks-McClellan
(Remez exchange) algorithm. The Kaiser window method is for lowpass FIR filters.
The FIR Least Squares method could be used. I would use the Parks-McClellan
(Remez exchange) algorithm to design the shortest multiband linear phase FIR filter.



Problem 1.3 Digital Filter Design. 25 points.

Consider the following cascade of two causal discrete-time linear time invariant (LTI) filters with
impulse responses /[n] and h,[n], respectively:

__| Filter #1 Filter #2
x[n] hy[n] win] | haln] y[n]

l

Filter #1 has the following impulse response:

Lo hi[n]

[\
(O]

1+

The (group) delay through filter #1 is V2 sample. Note: Filter #1 is a first-order difference filter.

Design filter #2 so that it satisfies all three of the following conditions:
a. Cascade of filter #1 and filter #2 has a bandpass magnitude response,
b. Cascade of filter #1 and filter #2 has (group) delay that is an integer number of samples, and
c. Filter #2 has minimum computational complexity.

Group delay is defined as the negative of the derivative (with respect to frequency) of the phase
response. As discussed in lecture, a linear phase FIR filter with N coefficients has a group delay
of (V-1)/2 samples for all frequencies. So, a first-order difference filter has a delay of 2 samples.

As we saw in the mandrill (baboon) image processing demonstration, a cascade of a highpass
filter (first-order differencer) and a lowpass filter (averaging filter) has a bandpass response,
provided that there is overlap in their passbands.

A two-tap averaging filter has a group delay of 2 samples. A cascade of a first-order difference
filter and a two-tap averaging filter would have a group delay of 1 sample.

A two-tap averaging filter with coefficients equal to one would only require 1 addition per
output sample. No multiplications required. This is indeed low computational complexity.

h[n] = d[n] + 8[n-1]



Problem 1.4. Potpourri. 20 points.

Please determine whether the following claims are true or false and support each answer with a brief
justification. If you give a true or false answer without any justification, then you will be awarded
zero points for that answer.

(a) The automatic order estimator for the Parks-McClellan (a.k.a. Remez Exchange) algorithm always
gives the shortest length FIR filters to meet a piecewise constant magnitude response specification.
4 points. False, for two different reasons. First, the Parks-McClellan algorithm designs the
shortest length linear phase FIR filters with floating-point coefficients to meet a piecewise
constant magnitude response specification. Second, the automatic order estimator is an
important but nonetheless empirical formula developed by Jim Kaiser. It can be off the
mark by as much as 10%. Sometimes, the order returned by the automatic order estimator
does not meet the filter specifications.

(b) All linear phase finite impulse response (FIR) filters have even symmetry in their coefficients.
Assume that the FIR coefficients are real-valued. 4 points. False. It true that FIR filters that
have even symmetry in their coefficients (about the mid-point) have linear phase. However,
as mentioned in lecture, FIR filters with coefficients that have odd symmetry (about the mid-
point) also have linear phase.

(c) If linear phase finite impulse response (FIR) floating-point filter coefficients were converted to
signed 16-bit integers by multiplying by 32767 and rounding the results to the nearest integer, the
resulting filter would still have linear phase. 4 points. True. An FIR filter has linear phase if
the coefficients have either odd symmetry or even symmetry about the mid-point.
Multiplying the coefficients by a constant does not change the symmetry about the mid-point.
In addition, round(—x) = —-round(x). Hence, rounding does not affect symmetry either.

(d) Floating-point programmable digital signal processors are only useful in prototyping systems to
determine if a fixed-point version of the same system would be able to run in real time.
4 points. False, due to the word ‘“‘only”. It is true that floating-point programmable DSPs are
useful in feasibility studies become committing the design time and resources to map a
system into fixed-point arithmetic and data types. Beyond that, however, floating-point
programmable DSPs are commonly used in low-volume products (e.g. sonar imaging systems
and radar imaging systems) and in high-end audio products (e.g. pro-audio, car audio, and
home entertainment systems).

(e) In the TMS320C6000 family of programmable digital signal processors, consider an equivalent
fixed-point processor and floating-point processor, i.e. having the same clock speed, same on-chip
memory sizes and types, etc. The fixed-point processor would have lower power consumption. 4
points. This one could go either way. True. If the data types in a floating-point program
were converted from 32-bit floats to 16-bit short integers, and the floating-point
computations were converted to fixed-point computations, then the fixed-point processor
would consume less power. The fixed-point processor would only need to load from on-chip
memory half as often, and multiplication (addition) would take 2 cycles (1 cycle) instead of 4
cycles. Fixed-point multipliers and adders take far fewer gates than their floating-point
counterparts, which saves on power consumption. False. If a floating-point program were
run by emulating floating-point computations to the same level of precision on a fixed-point
processor, then the fixed-point processor would actually consume more power.
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Problem 1.1 Digital Filter Analysis. 25 points.

A causal discrete-time linear time-invariant filter with input x[k] and output y[k] is
governed by the following equation

ylk] = x[k] + a x[k-1] + x[k-2]
where a is a real-valued constant with 1 <a < 2.

(a) Is this a finite impulse response filter or infinite impulse response filter? Why? 2 points.

(b) Draw the block diagram for this filter. 4 points.

(c) What are the initial conditions and what values should they be assigned? 4 points.

(d) Find the equation for the transfer function in the z-domain including the region of
convergence. 5 points.

(e) Find the equation for the frequency response of the filter. 5 points.

(f) Is this filter lowpass, bandpass, bandstop, highpass, notch, or allpass? Why? 5 points.



Problem 1.2 Sinusoidal Generation. 25 points.

Some programmable digital signal processors have a ROM table in on-chip memory that
contains values of cos(8) at uniformly spaced values of 6.

Consider the array c[n] of cosine values taken at one degree increments in 8 and stored in ROM:
T
cln]=cos| —n| forn=0,1, ..., 359.
180

(a) If the array c[n] were repeatedly sent through a digital-to-analog (D/A) converter with a
sampling rate of 8000 Hz, what continuous-time frequency would be generated? 5 points.

(b) How would you most efficiently use the above ROM table c[n] to compute s[n] given below.
5 points.

s[n] =sin| = n | forn=0. 1, ..., 359
180

(c) How would you most efficiently use the above ROM table c[n] to compute d[n] given below.
5 points.

d[n] = Cos(ﬁnj forn=0,1,.. 179
90

(d) How would you most efficiently use the above ROM table c[n] to compute x[n] given below.
10 points.

dn]=cos| 2 =n | forn=0,1, ..., 719
360



Problem 1.3 Digital Filter Design. 30 points.

Consider the following cascade of two causal discrete-time linear time invariant (LTI) filters
with impulse responses /[n] and h;[n], respectively:

Filter #1 Filter #2

— > —>

x[n] hq[n] wln] h[n] y[n]

(a) Poles (X) and zeros (O) for filter #1 are shown below. Assume that the poles have radii of
0.9, and the zeros have radii of 1.2. Is filter #1 a lowpass, highpass, bandpass, bandstop,
allpass or notch filter? Why? 10 points.

H;(2)

D

Im(z)

Re(z)

(b) Give the transfer function for H,(z). 5 points.

(c) Design filter #2 by placing the minimum number of poles and zeros on the pole-zero
diagram below so that the cascade of filter #1 and filter #2 is allpass. 10 points.

H(z)

Im(z)

Re(z)

(d) Give the transfer function H»(z). 5 points.



Problem 1.4. Potpourri. 20 points.

Please determine whether the following claims are true or false and support each answer with a
brief justification. If you give a true or false answer without any justification, then you will
be awarded zero points for that answer.

(a) Assume that a particular linear phase finite impulse response (FIR) filter design meets a
magnitude specification and that no lower-order linear phase FIR filter exists to meet the
specification. The linear phase FIR filter will always have the lowest implementation
complexity on the TTI TMS320C6713 programmable digital signal processor among all filters
that meet the same specification. 5 points.

(b) Consider the cascade of two discrete-time linear time-invariant systems shown below.

__| Filter #1 Filter #2 | |
x[n] hy[n] hio[n] | ynl

If the order of the filters in cascade is switched, then the relationship between x[n] and y[n]
will always be the same as in the original system. 5 points.

\ 4

(c) Continuous-time analog signals conform nicely to the Nyquist Sampling Theorem because
they are always ideally bandlimited. 5 points.

(d) If 6[n] were input to a discrete-time system and the output were also d[n], then system could
only be the identity system, i.e. the output is always equal to the input. 5 points.
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Problem 1.1 Digital Filter Analysis. 25 points.
A causal discrete-time linear ‘time-invariant filter w1th input x[k] and output y[k] is

governed by the following equation
y[k] = a y[k-1] + x[k] - b x[k-1]

‘where |a| <1 and a #b.
(2) Is this a finite impulse response filter or infinite 1mpu1se response filter? Why? 2 points.
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(b) Draw the block dlagram for this filter. 4 points.

'x'fk']

3Lk~il

(c) What are the 1mt1ail conditions? what values should they be assigned and why? 4 points
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(d) Find the equation for the transfer functlon in the z-domain including the region of 4 yeacan Fee
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convergence. 5 points.

“Toke Zhe '2;-;7_1'_7'2':/’73'7(;477'\ of both ?rc/"—s ’
‘y_’(%; = a2 W+ X(2) - b 2 X(2) Peat zeat
j’/(&) = (/’é? )X(a) | —az =g

~ = |

{1 -
= M(Z) /- bz a7z o=
%7/(%) %)-— j— o 2 - 2= ol
(¢) Find the equation for the frequency response of the filter. 5 pomts For cousal susdem
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e cm(%c(\rc/e, e |zl=lal ond [al<( );}{7}c.\j
) — be—-)b‘u

re¢ 6 Z ~ex
(f) Ifa=0.9 and b= 1.0, would this filter be lowpass, bandpass, bandstop, highpass, notch, or

/Liic (w)"’/'/[z)/ Sw‘::’- /rae‘;w

-allpass? Why? 5 points. ]
P Im?'%; : ,PO/& C;'é 2:0.71 /&c’bf w = O
Z’Zr*e» ot 2= // joe.alt wTo
B3 ek Ftler Mgl
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Problem 1.2 Digital Filter Design. 25 points.
Consider the following cascade of two causal discrete-time linear time invariant (LTI) filters
with impulse responses A;[n] and A,[n], respectively:

x[n]

Filter #1 Filter #2 |

-
>

hin] | winl | alnl | oy

(a) Poles (X) and zeros (O) for filter #1 are shown below. Assume that the poles have radii of
0.9, and the zeros have radii of 1.2. Is filter #1 a lowpass, highpass, bandpass, bandstop,

allpass or notch filter? Why? 10 points.

ﬂ'—* /C‘ﬁ NCer (éa'?z h S?"CL‘2 > '7//(.4, bl/{/'f

H1(Z) Im(z) > 7
, > po=0.4 corele .,-nc{f“azkﬁmréan_o((g),
P an V((D ws > g J . | | /
| X ‘ ZC"DS om el A€ H,L 6‘,{/;('2{ ("v‘\’“Cme’.
Re(2) ndlieate &A/{)érdﬁ(a{(&) y
© S ‘ Sa} we ))avc_ 7&;55['1,« c/$ CUW[‘—’T
i A o
‘2.—'—/& = /va a) w’:% c;_n/{vu""'-/’“. (‘.«L/(:C{
:...‘ - « . N
X C) a Jf’i?{’bc,xn/‘{\ CEn- #ﬂ// Qf s - o (G rn(// Iy /
- ol s
F.l - L\L{J: / [L//eo) ) l
(b). Give the transfer function for Hi(z). 5 pomts ,.——-———/ \__ »
Ty Tm

(c) Design filter #2 by placing the minimu

number ot poles and zeros on the pole—zero

diagram below so that the cascade of filter %1 and filter #2 is lowpass Give the values of
the pole and zero locations. 10 points. o 2.2 7-2,

Im(z)

Ho(2)

i L %[’c")(ﬁ JO)

/Z/‘r\ﬂw/f?h"»'f 0(.., j'«(’_. w20

Pile 6t 2= 095
- _ 5
-[/(()/)zr 2ero ot 27 O e
’*C‘ﬂ;).

Lower 2Ly C-’«f z=

Re(z) | e =0,
ez
| ol Selue ﬁgq C,
[ e # 3

'/7<ff G- /er\cu) DJ[u Frons /’26/\4:,,( _
5/10L 5’( 5“/’ A /°W49555 /Q/%wa e /f vieeel @ ,Jo/é’. T
,71_" C'um'{'c'"“—t 71’/\_@ 2 o af '(} e (»’( & Z(_m, f—c
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Note ! In prectice, 1o last oo blocks weuld be ~eplaced b 5L
a diy v(//"/l/kdewd/f'of g
Problem 1.3 Software Defined Receiver. 30 points. 0l ;‘ 1com~ef C :vc;a U,PP:’E JQ,J

The digital FM radio below has two stages of downconversmn, one in contlnuous time~and one
y the
/

\

in discrete time. Only the discrete-time stage is dependent on the FM station selected b
user, and hence, it can be controlled by software.

— e — — T —
[( mixer . | : - r mixer _ 7
t).? : iR . ‘
@’ [Fier#1]|, X | Filter #2 |1 Filter #3 J{_’E’]
(D) Y haln] hslml |\
[ Sampler at
Dowi converfer sampling ' \
cos(27 £y £) — — erateof f; ‘ A . ‘-Acos(w'_r—n) — — =

— —
The radio receives a bandpass waveform r(f) containing all of the FM radios stations. The

bandpass waveform #(¢) is downconverted to baseband and sampled. Then, the sampled signal is
filtered by filter #2 to extract the bandpass waveform for the FM radio station selected by the
user. The output of filter #2 is downconverted to baseband. :

The FM band in the US goes from 87.5 MHz to 108.0 MHz, inclusive, and hence -108.0 MHz to
-87.5 MHz is also-used. Each FM channel has 200 kHz of transmission bandwidth. l
| G£)

(a) Give the frequency jg).( ‘r5)points. ~Fo = 5"7 5 /W-f Z.
IRC

1 | vz = | [ 7

,_'[' Sl -81Sklin N5 Mlz 184Nz yl% 5/”‘/,,2 ~Jo5Hle Q0.5 Mz %
(B) Is filter #1 lowpass, bandpass, bandstop, highpass, notch, or allpass. Give its magnitu M

response specification. 5 points. 5 /fe~ 5/ i5 /s wpass anfr-a {e asimg Wl W

Filter #1 15 lowpess o exdract [ow - reguences o é/;) jod, collof
‘rfinsb = a&xg-/MﬁZ, '_FS'*-‘)’O = K. '7544/71‘_,0 /4 "‘/C;(B . , s :. 70#3

5.
z

ass
(c) Give the consEraints on the sampling rate f;. 5 points. ~ e Bmo ” / /?_

‘#\2_ wh dﬁ opan N cjzan,qe/auvc-[chscwf/ Vla .

(@ Is filter #2 lowpass, bandpass bandstop, highpass, notch, or allpass. Give its magnitude «j

response specification. 5 points.

F /%er H2 s a !Dcmo(/)us.i ;l;/fee” -ﬂa
UJIC{H\ O‘C (‘ué)q/\dé //\ /%S P&}Sban&(_ /}//ow ,o m"\“ ‘(‘ . lwl‘ﬂh‘\@(

(e) Give a formula for the dlscrete-tlme frequency w,. in terms of thx sgoupling rate f; and the
user-selected FM radio channel fry. -5 points.

Qﬁ,_fﬁ"___’a,
3

'(f) Is filter #3 lowpass, bandpass bandstop, highpass, notch, or allpass Give its magnitude
‘response specification. 5 points.

Law{)obS ;’ +€f WP&)} - 0" 5,7{2%3 Ob,S‘féP'g =Y U)bamf‘
/}/0’“95_: [ (,((g,T 45*’*? 4o c[f’)

N Lg,qf?,’vd( ﬁ'i—- CUQ' am(?/ %ﬁ&’ 0\




Problem 1.4. Potpourri. 20 points.

Please determine whether the following claims are true or false. If you believe the claim to be
false, then provide a counterexample. If you believe the claim to be true, then give supporting

evidence that may include formulas and graphs as appropriate. If you give a true or false answer
without any justification, then you will be awarded zero points for that answer. If you answer

by simply rephrasing the claim, you will be awarded zero points for that answer.

(a) Consider a filter design spéciﬁcatiop that consists of a constant magnitude response over
each frequency band of interest and the allowable deviation from the ideal response in each
band. The Parks-McClellan algorithm canlalway$ be used to find the shortest linear phase
FIR filter with floating-point coefficients to meet the filter design specification. 5 points.

Cs mment o .77l¢ C)D}ﬂ."o Aomahor vied Fo €5 7;17:74’/'1’— A 00 S L‘;)"CA?,(“'! /D/{/(
2l fer /)f’“"»"é&"b & Stactin g pomf’ P seacch for S 17 rron e ol e gl
Selathsn § “77;}:: Firles = M CC fe e c:»/"gw—,ql—hm s iferahve ww{mdug) NO /

v Cepvege- Fo /@;ge crelirs (2 Hoe) as demstreded i o lass.  JALSE

(b) Consider the. cascade of a filter and sampling device below operating at room temperature:

Analog
—* Lowpass
Filter

Sampler o EAlLsE
It is always possible to_design the anti-aliasing causaDlowpass filter so that its output is
ideally bandlimited to/fmax¥0 that the sampling rate can chosen according f; > 2 fmax in order
to obey the Sampling THEorem. 5 points. fig erree/ ‘Si«»}é)/iri 5 retes are wn dhe ercller et /6 LAz
S /u"hnf’t #[r 5;:7/«f#&«f"2[’7‘/‘mﬂ/f"w5€. at '74%;/,{,_5,/@ C,c_g.*:} Yo v J /'b//z Ja
Fhe yput Srﬁ/mf , onel g 41//-&’/ 5 Moo euhpet '5‘4:w?9/ér/ ara( Scz/?ﬂle'.' uu’bﬂw“ﬁ',
Suludron AL Ta oreler For e enlos /ecv)ga_}'S A/,Ler A be r"k&ﬁ_x(/) e
heve e r-f.c:iwcg,ﬁ[p\r pess beand J e _.ﬁ Ve ~te rhpeet e nIt wlol ot be camsal,
(c) Consider the design of a Jowpass filter with a maximum passband frequency, passband
ripple, minimum stopband frequency, and stopband attenuation. An IIR filter designed with
the elliptic design algorithm to meet the filter specification will always have fewer
multiplication-accumulation operations per output sample than an FIR filter designed to
meet the same filter specification. 5 points. FALSE
Seo /u7l7 on v CU!’[S(G(-'EI f/\—‘a FI}Q 7@/716/- woth an I19du /g.e, /‘Q.ﬁﬂoﬂ;&'e C'E .
2L+ an'ﬂ) P e "/"‘A/u‘."“fif QVQ"“:C‘)! "Lé) Q ey . /{]/) 8///,573¢ 1172 7;7/721"\"
dasyneel o peet e Sama magnckde spec hrepen coanot have fewec ACS
Sulwhan #'R I r\.'?':(dic’_/ w, = 77/~ % Inl ‘ 9 Cn 35 .
¢ W] = cos Crin-R)) = coslmn-adr)  <osra) N ICTBE F/‘Cf’LS .
(d) It cos(wp 1) were mput to a discrete-time linear time-invariant system and the output were

ar

also cos(wyg #), then system cdﬁld@bé the identity system, i.e. the output is always equal =~

to the input. 5 points. , . .
Sui\l'%’m #/ /45(1\“-’ -‘”"‘{iﬂg 74) 7 /"/‘M ‘Z“”““'7'7[Zv(/"ﬂ£/m~€,ﬂ o'v[ Zf"/l ea” '_
Systems, x[a] = eos (on) =2 YOI=TH @)l eos (wn+ % /-{%Jf'wg)d_
We. are ""‘[,,i‘ir S Zha? %7.[;',.@ (w;)= ), pk Nave de [clee about o 6.




Name:

The University 6f Texas at Austin
Dept. of Electrical and Computer Engineering
Midterm #1

Date: March 12, 2009 Course: EE 345S Evans

6 )f_’, r Se / w10

Last, / First

The exam is scheduled to last 50 minutes.

Open books and open notes. You may refer to your homework assignments and the
homework solution sets. '

Calculators are allowed. :

You may use any standalone computer system, i.e. one that is not connected to a
network. Please disable all wireless connections on your computer system.

Please turn off all cell phones, pagers, and personal digital assistants (PDAs).

All work should be performed on the quiz itself. If more space is needed, then use
the backs of the pages. '

Fully justify your answers.

Problem | Point Value | Your score Topic
1 ‘ 25 Digital Filter Analysis ,
2 30 Digital Filter Implementation
3 25 Simultaneous Broadcast
-4 20 - ‘ Potpourri
otal 100 -




Problem 1.1 Digital Filter Analysis. 25 points.

A causal discrete-time linear time-invariant filter with input x[n] and output y[r] is

governed by the following equation

y[n] = a* y[n-2] + x[n] + x[n-2]

where |a] <1.

(a) Is this a finite impulse response filter or infinite impulse response filter? Why? 2 points.
Tofinte inpulse respoase £7/te . Filter ou Hput relies on

previdus ou»},yow’f values.

(b) Draw the block diagram for this filter. 4 points. ]

((,fsma Cmb o¥ —)’}N three
.of,r\Ecl' form g”’“ s fructuces
Loould bhave been e 4 /m,)

Filter structure l)a&éoz on 5lide é« s

]

gl

(© What are the 1111t1a1 conditions? What values should they be assigned and why? 4 points.

v %%ﬁb 7£;r5[’ waowZYMZ— va e s

gﬂsin a2 -] + xLeJ A x (2]

h’)li"'ﬁ.ﬂ\_/ cvnﬁb‘ﬁ BmS’ Aé.

3Ol= a fgz (4 XD )+ wi-1] = y[-13, gf;?])x[—ljmaix[Qj

(dF 1nd the equation £6
conve1 gence. J points.

With inrdsal cmo&fvmj set t» 22
V) = a2 2Y () +Xe) + 2 X(2)

y/ 1 +2% i

5

the transfer function in the z- domam including the region of

The 1nipal conditrons
Should be set b 2ers

S 'z'%dt” f‘z_ .ﬁ/ﬁ/
Sarf)fsyqé_s’ /mem, M&(i

| Dine -ipVestan £ prrgerhes,

———

(e) Find the equation f01 the flequency response of the filter. 5 points.
- Since Zhe r‘earow oﬁ Com V*f‘-r:) ence /hc/ualté Z//\,e, U I'f CI?‘C/Q_ f/LQ—

5»1!35151101{70/’: 2= ea“ is Uaf,aé

| 4 e 9%

%’}ez (w) = H/%)/Z s

e ;lb ) - Q 2 e
(D) If a= 0.9, would this filter be lowpass, bandpass, bandstop, highpass, notch, or allpass?

Why? 5 points. ’fm% %;

e filter has poles af 2=a andd 2=-4
74 £ 2 /

and 2eoS aVE Z = +J c«wl 2 = »J 0. %23

P .Y \ .
7»7{— r;/e Mg Oflﬁ(jﬂm /s SA»W)’\ 763{ az 0. 9. A A
Pol e,s peac unt cinele jnolicate passb o’\aoiéf ,
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Problem 1.2 Digital Filter Implementation. 30 points..

Consider a cascade of two causal discrete-time linear time invariant (LTI) biquad filters with
impulse responses /[n] and A[n], respectively: The impulse response of the cascade is A[n].

Filter #1 | Filter #2 |,

»

x[n] hy|n] win] hy[n] yln]

Poles (X) and zeros (O) for the cascade of the filters are shown below.

Hiz) Im(z) Zero locations 'ﬂ/ es new 2 he
Zo=1.05 e/?f/“ Mﬂlf C/i"C/fi, /ﬂ&//C&)Ze,

%0 z1=1.05 e /™
0 N \ Z;_ =-1 jpass beand (s),
73 =-0.9
RC(Z) 3 2&’"@5 e ar o DOn LL}‘C
° " A Mmf cirele ,m//‘c'q?%e,

v VANPAN v s [
: Pole locations
po=09el™ Sthpbard (s).
X 0] p1=0.8 e R

Z1 p2=0.6 . _ o o
p3 = 09 e~j /2 .,;,:‘:v; ) :’ . . ’ : P -
(a) Sketch the magnitude response of the cascade. Describe the frequehcy selectivity. 10 points..
See - Pass bonds LCﬂﬁlﬁf\iﬂ{ 2t
next . T A o= L
2 aﬂe{ . w="3, w= o = A

S f*p/a bend g diew[eﬂ,a( et

4 i — - = v7TT w=7
(b) How would yo#compute the gain for the cascade? 5 points. Ad o ; o r’WJ st )piaima[ S
5“@1 gain o WO oo be ene, re,at 2= [ m‘//}ea/ w=-T and W=7,

HO) = (( i ‘;?)iyizf)‘)('(f;)?( ,f;;) / Mulbbond Frirece =
i &

(c) Which poles and zeros would you choose for filter #1? Why? 5 points. L owpass near w=o

(e want 4+ fu‘/’ "L/I\Q 'po/e. !gq,/ w/v’/\ 'Z“/w, /I)WQ‘,f ua/{ﬁ

Loctor Jﬁrsf) fe. p,oad Po . Then, we pek %A,e

clovest zzms, e, 2o and 2,
(d) Is filter #1 a lowpass, highpass, bandpass bandstop, allpass or notch ﬁl}eﬁ

w

4]

@M@ng Neea v= gi-

wad we- L

Why? 5 points. ceatere = - -
LBWPQSS»r [paszéanl( /5 at w=0, S’“fﬂfba/w/5~ ov?f CJ *—-Zf T ond e = - -,;-/ _
A

(¢) Which poles and zeros would you choose for filter #2? Why? 5 points.
el ¢hoose the remasn /X’LQ '00/6-! pp and Ps and Fle

remaivihg 2e0$ 2‘01 and 23
7
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Problem 1.3 Simultaneous Broadcast. 25 points. * E N i

UT Austin runs radio staion KUT 90.5 FM in Austin, Texas, and KUTX 90.1 FM in San

Angelo, Texas. P /e aye
Assume that KUT 90.5 FM “simultaneously” broadcasts the same content on KUTX 90.1 FM. ¢o 0
This problem will ask you to explore three different ways to achieve “simultaneous” broadcast. evisis

In the US, spacing between adjacent FM stations is 200 kHz. Assume that the FM radio ;. 2;,
transmission occupies 180 kHz centered at the station frequency.. f

(a) Draw a block diagram using mixers and filters to directly convert an FM radio transmission
from a station freqency of 90.5 MHz to a station frequency on 90.1 MHz. Describe the way A puss ™ [ dB
you would choose the parameters for each block; e.g., for filters, give the design A op 4o 48
specifications and the filter design method you would use. In your answer, the FM sTOP
transmission should not be downconverted to baseband. 10 points. Fouss € [q0.41,%0.5 ‘I]M[(L

}H(a’f’f-”, (f )| ¢

A,,-i»em“’ T@L— @———‘7 ﬂ \ m .

Kece e ﬁ["ef : . :
CoS aﬂ{,t H ) qol,gﬂuh_ ‘7‘6;.5'/1/1/'/27
£ = 905 Mhe- G0-1 i = 0 i Fotp, € Lo, 0] Ml
o y ~ N
BPF AR 5 same shope as BPF AT wrty Fo= Bl Mz £ € [10.6,02) M2

(b) Draw a block diagram using mixers and filters to convert an FM transmission at 90.5 MHz to
an intermediate frequency to 10 MHz and from an intermediate frequency of 10 MHz to 90.1
MHz. Describe the way you would choose the parameters for each block; e.g., for filters,
give the design specifications and the filter design method you would use. In your answer,
the FM transmission should not be downconverted to baseband. 10 points. BPE# [ and

Jenn™ o 0F # 3 o
pr DA b7 7o > Q—ar o> A7 X
- : ame as i KR L.
K@C@NQ %l"f&_!’ cos er“)c,f Ce5 271 fa% B.p,c #0 /S same SWL al
f,= 90.5 a2 = Jo-taHz = Bo.SMHz ppe #l i3 (2) with center

£ = Go.l MHz ~ 1o ithe = 0.1 ll= Fregusncy at [0 MHz.

(c) Given that the distance from Austin, Texas, to San Angelo, Texas, is more than 200 miles,
please suggest an alternate way to achieve simultaneous FM transmission of content on KUT
and KUTX by using existing communication infrastructure but without having to receive and

repeat in-air transmission. 5 points. . 74
HAa asstm)a%o:n in +his pre blom i A0t Here 5 an FM #M‘S‘mfﬁér e

KT ‘ZO,{MH"Z in /4u57"7r; and ansther N Fransme e For /C’MT)(

: ~70}. i M /TLl i Saa Aﬂg’?/;/“’-’ , W"' can ‘Commgtm‘t'afg 7"’/(2, auvdee (L?miel)‘a%a( )
cm'b”lza”‘i' be,hé C(jen»eru.w[ea?(m He S pad/ses in %us A Fo Sm %je./f, Vil
5(fmamfnﬁ qudie uS g ca ble/DSL poclenS or usmg mu /%p/e. laéme_

/1)?@5 (2 6) weth clecdeofel modoms .
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Problem 1.4. Potpourri. 20 points.

Please determine whether the following claims are true or false. If you believe the claim to be
false, then provide a counterexample. If you believe the claim to be true, then give supporting
evidence that may include formulas and graphs as appropriate. If you give a true or false answer
without any justification, then you will be awarded zero points for that answer. If you answer
by simply rephrasing the claim, you will be awarded zero points for that answer.

(a) Consider a filter design specification that consists of a constant magnitude response over
each frequency band of interest and the allowable deviation from the ideal response in each
band. Assume that the minimum order estimator for the Parks-McClellan filter design
algorithm indicates that a 1,000" order finite impulse response (FIR) filter is required. The
Parks-McClellan filter design algorithm should always be used to design the FIR filter.

5 points. N , ‘
Fa/é-@-» F~o-m ch~CA’5'J' 0/&%05.7 Zhe ﬂark’-f’/ucf/e//m a{jamé‘/m
-‘fgm'/&oé '7L0 CU'VVQ/“(&)’—Q/ *‘Jq@r an F:.,'De /en/ 7’% o‘ﬁ K50 . C;)ne %w’[ﬂ[
use, o Kasser wmdoes methool 4o olesign the IR 7[7/7‘e.r/.

which wsulg( }m\i-?— & M Ch /;a P ?g/ /oA %/{ than ] ovo.
(b) Assume that a discrete-time linear time-invatiant (L ITysystem has a trdnsfer function in the

z-transform domain given by H(z). One can always find the frequency response of the LTI
system Hyeq(®) by substituting z = e’ in H(z). 5 points. i o .y '
. ) . . ) . i *F|l = /.
- False. TThe 2—Zransterm of wlal is - for 1212
— . P = .
ﬂ& Subs :ﬁv‘u"hbv\ o-ﬁ 2- = e’} wau,[g( b«& ;huW/«taé é-e/c-efdtd—?/ LLAL \L
¥ edele ;5 ped in the rej fon mp conveipee, T e oliscrefe Pae

(c) Discrete-time finite impulse response (FIR) filters are always bounded-input bounded—qutput\!(v/a""“’e;
stable. 5 points. I &ansd Fulnd
S . . ) . \ > oy N IJ'
© U Pssume that the FIR b Jhel ’ o0
—55 + 2,5G-3m)
fh'—'wé?Q

/f"‘a’; - :
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JTT system s BTBRo opnble F

“This dees
)’)u;é m&i‘i’cg
(
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(d) If 8[n] were input to a discrete-time linear time-invariant system and the output were also
8[n], then system could only be the identity system, i.e. the output is always equal to the

input. 5 points. “This con be W‘gmeé< 2 ithor wog .
i | =
Lo, Trve. The /‘m/,»w/SL res fon 34 W“@‘Hf'f/é
E’ i I}Y[ﬂjl <=0 més the LTE 92546”\ /(7[@‘2—,- A[Ajzg[f‘ja
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_ The University of Texas at Austin
Dept. of Electrical and Computer Engineering
Midterm #1 ‘

Date: October 16, 2009 . , Course: EE 345S Evans

'Namé: : ge‘f ' S /‘,L f/or)

Last Flrst

e The exam is scheduled to last 50 minutes.
e Open books and open notes. You may refer to your homework assignments and the
homework solution sets.
o Calculators are allowed. |
e You may use any standalone computer system, i.e. one that is not connected to a
network. Please disable all wireless connections on your computer system.
o Please turn off all cell phones and personal digital assistants (PDAS).
e All work should be performed on the qulz itself. If more space is needed, then use
the backs of the pages.
¢ Fully justify your answers.

Problem | Point Value | Your score Topic
1 25 Digital Filter Analysis
2 27 ' Sinusoidal Generation
3 30 : - BECG Filter Design
4 18 - Potpourri
Total 100 o




Problem 1.1 Digital Filter Analysis. 25 points.
A causal discrete-time linear time-invariant filter with input x[»] and output y[#] is governed by
the following equation

y[n] =x[n] - 2 x[n-1] + x[n-2]

(a) Is this a finite impulse response filter or an infinite impulse response filter? Why? 2 points.
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(b) Draw the block diagram for this filter. 4 points. non-zere ewita? of 3 Samp les.
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(c) What are the initial conditions? What values should they | be assigned and why? 4 points.
let n=0. wlo)= %[el-2x-1] + w[-3]. Tnitia/
can,d;f—l‘aﬂs ane 7(["] *”""0( X[Qj~ 7@ mmﬂa/ Canc(,(ﬁan.S’

.§A°M(6( Ae. S@f 'éb -Zefo /“Zzé -S)QZL/‘S% /l/)ﬁ‘d\f‘ aﬂ&( zs:/ne~/’,qva//aﬂi' rape)fH’eS,

(d) Find the equation for the transfer function of the filter in the z-domain including the region of
convergence. S points.
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(e) Find the equation for the frequency response of the filter. 5 points. . y
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(f) Would the frequency selectivity of the filter be best described as lowpass, bandpass,
bandstopnotch or allpass? Why‘7 5 points.
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Problem 1.2 Sinusoidal Generation. 27 points. UK (n 7-15 ) = ? 78 (f\ == U Z—”]

Con81der generating a causal discrete-time cosine waveform x[#] that has a fixed frequency of 748
=2 N/ L, where N and L are relatively prime integers and N<L /2. A formula for x[n] is ,‘Aen 5 :7/
15 used i 4he Soluts
7@,\ Ipz‘«r‘i‘ [0\),
(a) If x[n] were input into a digital-to-analog converter operating at sampling rate f;, give a
formula for the frequency f; of the causal cosine waveform at the converter output in terms

of N, L and f;. 6 points.
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(b) When passing x[#n] to the input of the digital-to-analog converter on the C6713 DSK board
used in lab, how many different continuous-time frequency values fy could the causal cosine

waveform take? Why? 6 points. ‘
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(c) How many entries would be in the lookup table to store x[n]? Why? 6 points. / Seven vz line S 7{’# .{(
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(d) Let N=3 and L = 70. Consider using a lookup table for x[x] to generate a higher frequency
cosine waveform y[k] by keeping every Mth sample in the lookup table for x[r] by using

YK =x[MK fork=0,1,.,L,~1 whereL, =L/M  a.K.a. dowﬂsaﬁ,o/g )"éM

How many different values of M could be used without introducing aliasing? 9 points.
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Problem 1.3 ECG Filter Design. 30 points. -

This problem asks you to design an infinite impulse response (1IR) filter for an ECG system by

according to the following specification: Recall Lrom pe- Lem 1.2
o Sampling rate f; of 200 Hz
e Stopband attenuation at 0 Hz of at least -40 dB
e Passband from 10 Hz to 50 Hz with amplitude approximately 0 dB ' -

e Stopband attenuation at 60 Hz of at least -40 dB to reduce interference at 60 Hz from ‘ -
the power line - . L=
Weo = 27 200 5

e Passband from 70 Hz to 100 Hz with amplitude approximately 0 dB
JHG))

The IIR filter is to have an equal number of poles and zeros. YW
The IIR filter is to have a minimum number of poles. .r L { '{
T =Wy O wy,

(a) Design the filter by manually placing poles and zeros. Give the pole ana zero locations of
the filter. 20 poins.
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(b) Let the filter order be N. If N is even, then group the poles and zeros into N/2 biquads. IfN
is odd, then group the poles and zeros into one first-order section and (N-1)/2 biquads.
Please specify each section in the order you would place it in a cascaded implementation,
where the order goes from ECG filter input to ECG filter output. 10 points.
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Problem 1.4. Potpourri. 18 points.

Please determine whether the following claims are true or false. If you believe the claim to be
false, then provide a counterexample. If you believe the claim to be true, then give supporting
evidence that may include formulas and graphs as appropriate. If you give a true or false answer
without any justification, then you will be awarded zero points for that answer. If you answer
by simply rephrasing the claim, you will be awarded zero points for that answer.
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(a) Consider generating a sinusoidal waveform on the TMS3 C6713 dlgltal signal processor ({so eithe
by storing one period of the sinusoid in a lookup table, executing a difference equation, or 4 /fenafe
using a C function call. One should always use the lookup table method because it has the medhod .
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(b) Consider 1mplement1ng a finite impulse response (FIR) filter in handcoded assembly
language using s1ngle-prec151on floating-point data and arithmetic on the TMS320C6713
digital signal processor on the C6713 DSK board in lab. The longest FIR filter that could be
implemented on an audio CD input signal in real time is 1000 coefficients. 6 points. AL SF,
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(c) Consider implementing a finite impulse response (UR) filter solely in single-precision/ #Ae-
floating-point data and arithmetic. There are no conditions under which the filter would bej - . (i1 o *fL
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Problem 1.1 Digital Filter Analysis. 28 points.

A causal discrete-time linear time-invariant filter with input x[n] and output y[n] is governed by
the following equation, where a is real-valued,

y[n] = x[n] — a x[n-2]

(a) Is this a finite impulse response filter or an infinite impulse response filter? Why? 2 points.
The impulse response can be computed by letting the input be discrete-time impulse,
i.e. x[n] = O[n]. The response (output) is 2[n] = d[n] - a* 3[n-2]. The impulse response is
finite in extent (3 samples in extent). Hence, the filter is a finite impulse response filter.

(b) Draw the block diagram for this filter. 4 points. Adapting a tapped delay block diagram,
x[n-1] x[n-2]

x[n]

yln]

v

(c) What are the initial conditions? What values should they be assigned and why? 4 points.
y[0] =x[0] - a* x[-2] Hence, the initial conditions are x[-1] and x[-2],
y[1]=x[1] - a* x[-1] i.e., the initial values of the memory locations for
y[2] =x[2] - a* x[0] x[n—-1] and x[r — 2]. These initial conditions should
be set to zero for the filter to be linear & time-invariant

(d) Find the equation for the transfer function of the filter in the z-domain including the region of
convergence. S points. Taking z-transform of both sides of difference equation gives

Y(z) = X@) - @’ z” X(z), which gives Y(z) = (1 -4’ 2*) X@2): H(2) = )i(i))
<

Two zeros at z=a and z=—a, and two poles at origin. ROC is entire z plane except origin.
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(e) Find the equation for the frequency response of the filter. 5 points. Since the ROC includes
the unit circle, we can convert the transfer function to a frequency response as follows:
Hy(@) = H) o = 1=’

(f) For this part, assume that 0.9 < a < 1.1. Draw the pole-zero diagram. Would the frequency
selectivity of the filter be best described as lowpass, bandpass, bandstop, highpass, notch, or
allpass? Why? 8 points. Zeros on or near the unit circle indicate the stopband. There

Im(z) are two zeros at z = a and z = —a, which correspond to
frequencies w= 0 rad/sample and w = Ttrad/sample,
respectively. This corresponds to a bandpass filter.

Re(z)




Problem 1.2 Filter Design Tradeoffs. 30 points.

Consider the following filter specification for a narrowband lowpass discrete-time filter:
* Sampling rate f; of 1000 Hz
* Passband frequency fp.ss of 10 Hz with passband ripple of 1 dB
* Stopband frequency fp of 40 Hz with stopband attenuation of 60 dB

Evaluate the following filter implementations on the C6700 digital signal processor in terms of
linear phase, bounded-input bounded-output (BIBO) stability, and number of instruction cycles
to compute one output value. Assume that the filter implementations below use only single-
precision floating-point data format and arithmetic, and are written in the most efficient C6700
assembly language possible.

(a) .Finite impulse response (FIR) filter of order 83 designed using the Parks-McClellan
algorithm and implemented as a tapped delay line. 9 points. Problem implies that the
Parks-McClellan algorithm has converged. After convergence, the Parks-McClellan
algorithm always gives an FIR filter whose impulse response is even symmetric about
the midpoint, which guarantees linear phase over all frequencies.

Linear phase: In passband? Yes, see above.

In stopband? Yes, see above.

BIBO stability: YES or NO. Why? An FIR filter is always BIBO stable. Each
output sample is a finite sum of weighted current and previous
input samples. Each weight is finite in value, and each input
sample is finite in value. A finite sum of finite values is bounded.

Instruction cycles: 83+1+28 = 112 cycles, by means of Appendix N in course reader.

(b) Infinite impulse response (IIR) filter of order 4 designed using the elliptic algorithm and
implemented as cascade of biquads. One pole pair has radius 0.992 and quality factor 3.9.
The other has radius 0.9785 and quality factor of 0.8. 9 points. Homework problem 3.3
concerned the design of IIR filters using the elliptic design algorithm. The solution to
homework problem 3.3 plotted magnitude and phase response of an elliptic design.

Linear phase: In passband? Approximate linear phase over some of passband

In stopband? Approximate linear phase over some of stopband

BIBO stability: YES or NO. Why? Yes, the poles are inside the unit circle. The
quality factors are quite low; hence, the poles are unlikely to
become BIBO unstable when implemented.

Instruction cycles: 2 (5 + 28) = 66 cycles by means of Appendix N in course reader.
(An efficient implementation could overlap the implementation
for biquad #2 after data reads are finished for biquad #1, which
would save 11 instruction cycles.)



(c) IIR filter with 2 poles and 62 zeros. Poles were manually placed to correspond to 10 Hz and
have radii of 0.95. Zeros were designed using the Parks-McClellan algorithm with the above
specifications. Implementation is a tapped delay line followed by all-pole biquad. 12 points.
Linear phase: In passband? Approximate linear phase over some of passband

In stopband? Approximate linear phase over some of stopband
BIBO stability: YES or NO. Why? Yes, the poles are inside the unit circle. The

quality factor is quite low; hence, the poles are unlikely to
become BIBO unstable when implemented.

Instruction cycles: (62+1+28) + (2 + 28) = 121 cycles by means of Appendix N in
course reader. (An efficient implementation can remove the
second 28 cycles of overhead to give a total of 93 cycles.)

Pole locations: Angle of first pole: «y =2 1t fy / fs = 2 T (10 Hz) / (1000 Hz).
Pole locations are at 0.95 exp(j wy) and 0.95 exp(-j wy).

Matlab code to design the filter for part (c), which was not required for the test:
numerCoeffs = firpm(62, [0 .02 0.08 1], [1 1 0 0]) / 165;
denomCoeffs = conv([1 -0.95%exp(j*2*pi*10/1000)], [1 -0.95*exp(-j*2*pi*10/1000)]);

freqz(numerCoeffs, denomCoeffs)

]
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Problem 1.3 Downconversion. 24 points. X (f)

Consider the bandpass continuous-time
analog signal x(7). Its spectrum is shown
on the right. The signal x(¢) was formed
through upconversion. Our goal will be

to recover the baseband message signal
m(t) by processing x(f) in discrete time. —f2 —f1 fl fz

Let B be the bandpass bandwidth in Hz of x(¢¥) given by B =f, - fi
[ be the carrier frequency in Hz given by f. = Y2 (f; + f>) where f. > 2 B.
/s be the sampling rate in Hz for sampling x(¢) to produce x[n]
Uhass be the passband frequency of a discrete-time filter in rad/sample
Wyop be the stopband frequency of a discrete-time filter in rad/sample

(a) Downconversion method #1. 12 points,

An]

Uses sinusoidal amplitude demodulation. Lowpass

filter

Give formulas for Wy, Whass, Wiop and f;.

Analyze in continuous-time first.

cos(w, n)
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(c) Downconversion method #2. 12 points.

Uses a squaring device. Assume that output values of the lowpass filter are non-negative.

Give formulas for Whass, Wtop and f.

Analyze in continuous time first. il (-7 W[n]‘ Lowpass > ) E—,
! filter |
W) = X(H) * X(f) ! |
C()pass = 277'7
-2f.-B Wi 2f+B f

- 2fc +B -B B ch f f. >22f. +B)



Problem 1.4. Potpourri. 18 points.

Please determine whether the following claims are true or false. If you believe the claim to be
false, then provide a counterexample. If you believe the claim to be true, then give supporting
evidence that may include formulas and graphs as appropriate. If you give a true or false answer
without any justification, then you will be awarded zero points for that answer. If you answer
by simply rephrasing the claim, you will be awarded zero points for that answer.

(a) Consider an infinite impulse response (IIR) filter with four complex-valued poles (occurring
in conjugate symmetric pairs) and no zeros. When implemented in handwritten assembly on
the C6713 digital signal processor using only single-precision floating-point data format and
arithmetic, a cascade of four first-order IIR sections would be more efficient in computation
than implementing the filter as a cascade of two second-order IIR sections. 9 points.

False. Assume input x[n] is real-valued. Poles located at p;, p», p3 and p4. Outputs for
the four first-order sections follow:

yilrl =x[n] + p;1 yiln-1]

ya2ln] = yiln] + p2 y2[n-1]

ys[n] =y2[n] + p; ys[n-1]

Yan] = ys[n] + ps y4n-1]

For the cascade of first-order sections, the final output value can be calculated as
ydnl=x[n] +p; yiln-11+ p; y2An-1] +p; ysln-11+py4 ydn-1]

Cascade of biquads has real-valued feedback coefficients. Its final output value is
vaoln] = x[n] + b; vin-1]1+ b, vi[n-2] + b3 vy[n-1]+ by vi[n-2]

Case #1: All poles are real-valued. Cascade of first-order sections requires the same
execution time as a tapped delay line with five coefficients, or 33 instruction cycles,
according to Appendix N in course reader. Same goes for the cascade of biquads.

Case #2: Poles are complex-valued and occur in conjugate symmetric pairs. Cascade
of biquads still takes 33 instruction cycles. For cascade of first-order sections, the
first section output x[n] + p; yi[n-1] is complex-valued. In subsequent sections, the
complex-valued multiply-add operation will require four times the number of real-
valued multiply-add operations. Cascade of biquads will hence require fewer cycles.

(b) Consider implementing an infinite impulse response (IIR) filter solely in single-precision
floating-point data format and arithmetic. There are no conditions under which the
implemented filter would be linear and time-invariant. 9 points.

False. Counterexample: y[n] = x[n] + y[n-1] where y[-1] = 0 and x[n] = d[rn]. The
system passes the all-zero test. The system is linear and time-invariant only for a
limited set of input signals.

True. Although a necessary condition for linear and time-invariance is that the initial
conditions are zero, exact precision calculations in IIR filters require increasing
precision as n increases in the worst case. (This is mentioned in lecture 6 slides when
the block diagram for each of the three IIR direct form structures was discussed).
Eventually, the increase in precision will exceed the precision of the single-precision
floating-point data format. The clipping that results will cause linearity to be lost.
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Problem 1.1 Digital Filter Analysis. 28 points.
A-causal-discrete-time-linear-time-invariant-filter with-input x[»]-and-output y[x]-is-governed. by—_
the following difference equation:

y[n] — 0.8 y[r-1] =x[n] — 1.25 x[n-1]

|
|
|

(a) Is this a finite impulse response filter or an infinite impulse response filter? Why? 2 points.

Tn finite irpulse respoase f7/fac,
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(b) Draw the block diagram for this filter. 4 points.

(c) What are the initial conditions? What values should they be assigned and why? 4 points.
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(e) Find the equation for the frequency response of the filter. 5 points.
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(f) Draw the pole-zero diagram. Would the frequency selectivity of the filter be best described

as lowpass, bandpass, bandstop, highpass, notch, or allpass?~ Why? 8§ poiris.
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Problem 1.2 Sinusoidal Generation. 30 points.

Consider-generating-a-causal-discrete-time-cosine-waveform-y[n]-that-has-a-fixed-frequency-of—

noxr af

o =2 1 fy /f;, where fj is the continuous-time sinusoidal frequency and f#; is the sampling rate:

«}-s Z ﬁmx where —Pma% is The maXamam 7@‘27%2/1&3 0 ; Cos (Q n‘v(;i—) wlt),
 (b) We’ll evaluate design tradeoffs on the C6000 family of digital signal processors. Assume| "Em av S

y[n] = cos(wo 1) u[n]

(a) What value &f f; must take to prevent aliasing? 6 points.

that the most efficient assembly language implementation is used in all cases. I8 points. | si, 2 ht+ g

Data Size Operation __ Throughput Delay Slots o %PU\?

16-bit short addition 1 cycle Ocycles slde | Ehaa Ho.

16-bit by 16-bit short multiplication 1 cycle 1 cycle R-(2,

32-bit floating-point addition 1 cycle 3 cycles Horner's dorm would

32-bit x 32-bit floating-point  multiplication 1 cycle 3 cycles . enoles
64-bit floating-point addition 2 cycles 6 cycles dalee Al*/0 =10 gelel,
64-bit x 64-bit floating-point  multiplication 4 cycles 9cycles o an (1#h ordac Fe Lynem ol |

("a/du/&’f‘oﬂ _beQQu_;_e urL

O thes -Cl0 °v

At erenc e e%uw‘i\‘m

“é—’ F o
(¢) Which method would you advocate using? Why? 6 points.

T l/u(DbL

us€ c-
Wh.c/\ s 3Yx o I5x

—cbulﬁl CS/‘}D.mk/ +Frvo /)m/}\f;/ es
) 1/\ fw*a//&/ /DQCGLMSQ f/\&('{,

art two W\MH}F@ une s .

Please complete the following table: - . _ have do went for cach
CQuX-Fqla‘B ";‘Q/\Mrf-o !
Method Memory for data | Multiplication- | C6000 cycles to finish | complefe, |
; it
and  coefficients | add operations | multiplication-add Thare ard. :
“(in bytes) ~ “per output | operations to compute | o o s,
_sample one output sample 4
C math library call ) N - Jo 4 Ass
3 ol s K 3 O a
Assamar e TN 15 = mvg
GVU Sfnh fic 3 3 53*”/%"-”‘-51 1 4 (@t s Ja MACs
Ll iv ,: ;
L’oror.a_\fl‘s on ,32_/ ég\,kj 33q 03@’&3 can ée.
Difference equatzon o v o - P pe [h,zﬂ( :
using 32-bit floating- |( 2 pordl$ 3 ) -2+ &= P 4
. . > Y bytes /ww*l?( Q i " E math
point data/arithmetic J ‘ : J ¢
/O Qz;) <le S b
Qo 54'7465 /b, ‘“’9
_______ __| Difference equation PV I NN, WA SR SR el
using arithmetic on s Cgsle; /W,N{) b 0—2_ I #+ A= ey
16-bit (short) data | X b 4 cuoles
and coefficients /o b» Fe s ' J
slice =76 T. /b—bZ drmal,

Mov € C«C«Fm‘taaé— {/Am a C meth [her

|

i catl

,Lm Fhe qcfoq'ﬁnc\ po,m*f (30-h, t) or ﬂlieﬂ{“

w2 lob2) vecsin,

("*5/3607"7%(8

-y 4




Problem 1.3 Upconversion. 24 points. M(f)

Consider-a-baseband-continucus-time-analog-signal

m(f). Its spectrum is shown on the right. Our goal is

to upconvert m(?) into a bandpass signal s(¥). Our

upconversion will be implemented in discrete time. ——— f

Let W : baseband bandwidth in Hz of m(¥) W w
B :transmission bandwidth of s(7) T
[ carrier frequency in Hz of s(f) where /e >3 W~ :
£, - sampling rate in Hz for sampling of m(f) to give m[n] and s(¢) to give s[n]
pass - passband freq. of discrete-time filter in rad/sample
Wstop : Stopband freq. of discrete-time filter in rad/sample

A ot ot = e e

(a) Upconversion method #1. 14 points,

1 I
! v[n] '
Uses sinusoidal amplitude modulation. mnl | Bandpass E stel
. . i filt >
Give formulas for the following parameters: | Liter !
‘)Cc ' : !
W= Q T —_}:—— : :
s | cos( a)o n ) E
]

) ”1,777;:' _, = .,g,e_:w‘ S ,iO: R T ({’) o

s 5 | - =
Mpass2 = a'ﬂ" ,‘Q-_“'%S_V\_.f ’ L \ | ,C
]

035t0p2¥ \e\ UJPQBS «(ﬁo o J\ 40 IL

& LW
5> () (£.+wW)) - W
j S $wore Receer OLS«s/\ EFrercise 5 /6

Ly i e o — —— — —— i o o o —

(b) Upconversion method #. 10 points. ;

1
i
Uses a squaring device and the . ] W] i s[n]
bandpass filter from part (a) I (0)2 | Bandpass -,
pes P, AN | filter |
Give formulas for the following parameters: E ’ T - E
@ I !
ar OO ] ;
~B=—W- War & ke F’\’ blam i —contrivonstinafirs ¢ i

P &(Q‘f},) > W £) (’

5| W A(Wb)—a\a\ﬂk’ +

>

S26 5 —aw aw & 2k (% =+)

+- o

?(‘f{ ﬂ /\ Q ’Lf ((; %, e
- . .




Problem 1.4. Potpourri. 18 points.

(a) For a system design, you have determined that you need to design a linear phase discrete-
time finite impulse response filter to meet piecewise magnitude constraints. The Parks-
McClellan design algorithm fails to converge. What filter design method would you use and

why? 9 points. ]
MS.Q {A& /(01‘59.;"‘ evindoeo mei’éooﬁ T7L glvas /ﬂZﬁo’

o fase discrefe=me FIR 4> fer &éeszﬁné‘oj
"S‘/Iorzéef‘ /&/Lj{% ‘%AM %Al F_Zﬁ leas + _S%MC\/*U

y&);jn /"’?"//'("ﬂ/f

(b) For a system design, you have determined that you need a discrete-time biquad notch filter to
remove a narrowband interferer at discrete-time frequency wp. The actual discrete-time

: “frequency will Vary‘over‘tirn“e‘when‘the‘system—iijdfcp'lpyedfip“thefﬁq‘ld.—C‘:“rive“the—p‘oi’gs*a;ﬁd7

" _zeros for the notch filter. Set the biquad gainto 1. 9 points. -

 Im$=5 7 7
- %D Fo/e—S:
\wc
fefel ,0;,:0073 \
, ’)wo
P, = 0.9¢
- “Twe 2S¢
_,“_‘,___,,__7{_“_, ’_cu,h hd S ‘\wu
Gl Ob\xa 9 | “20 - e P)
C - ] ,—a\wo

2 = €

(|-'zc%-,>(\"%\?*l>

Hi= = S 0 (-p2)




The University of Texas at Austin
Dept. of Electrical and Computer Engineering
Midterm #1

Date: October 15, 2010 Course: EE 445S Evans

Name:

Last, First

* The exam is scheduled to last 50 minutes.

* Open books and open notes. You may refer to your homework assignments and the
homework solution sets.

* (Calculators are allowed.

* You may use any standalone computer system, i.e. one that is not connected to a
network. Please disable all wireless connections on your computer system(s).

* Please turn off all cell phones and personal digital assistants (PDAs).

* All work should be performed on the quiz itself. If more space is needed, then use
the backs of the pages.

e Fully justify your answers. If you decide to quote text from a source, please give
the quote, page number and source citation.

Problem | Point Value Your score Topic
1 28 Digital Filter Analysis
2 30 Sinusoidal Generation
3 24 Upconversion
4 18 Potpourri
Total 100




Problem 1.1 Digital Filter Analysis. 28 points.

A causal discrete-time linear time-invariant filter with input x[n] and output y[n] is governed by
the following difference equation:

yln] = 0.8 y[n-1] = x[n] — 1.25 x[n-1]

(a) Is this a finite impulse response filter or an infinite impulse response filter? Why? 2 points.

(b) Draw the block diagram for this filter. 4 points.

(c) What are the initial conditions? What values should they be assigned and why? 4 points.

(d) Find the equation for the transfer function of the filter in the z-domain including the region of
convergence. 5 points.

(e) Find the equation for the frequency response of the filter. 5 points.

(f) Draw the pole-zero diagram. Would the frequency selectivity of the filter be best described
as lowpass, bandpass, bandstop, highpass, notch, or allpass? Why? 8§ points.



Problem 1.2 Sinusoidal Generation. 30 points.

Consider generating a causal discrete-time cosine waveform y[n] that has a fixed frequency of
wy =2 Tify / f;, where fj is the continuous-time sinusoidal frequency and f; is the sampling rate:

y[n] = cos(ty n) uln]

(a) What value must f; take to prevent aliasing? 6 points.

(b) We'll evaluate design tradeoffs on the C6000 family of digital signal processors. Assume
that the most efficient assembly language implementation is used in all cases. 18 points.

Data Size Operation Throughput  Delay Slots
16-bit short addition 1 cycle 0 cycles
16-bit by 16-bit short multiplication 1 cycle 1 cycle
32-bit floating-point addition 1 cycle 3 cycles
32-bit x 32-bit floating-point  multiplication 1 cycle 3 cycles
64-bit floating-point addition 2 cycles 6 cycles
64-bit x 64-bit floating-point multiplication 4 cycles 9 cycles

Please complete the following table:

Method Memory for data | Multiplication- C6000 cycles to finish
and coefficients | add operations multiplication-add
(in bytes) per output operations to compute
sample one output sample
C math library call

Difference equation
using 32-bit floating-
point data/arithmetic

Difference equation
using arithmetic on
16-bit (short) data
and coefficients

(¢) Which method would you advocate using? Why? 6 points.



Problem 1.3 Upconversion. 24 points.

Consider a baseband continuous-time analog signal
m(t). Its spectrum is shown on the right. Our goal is
to upconvert m(?) into a bandpass signal s(¢). Our
upconversion will be implemented in discrete time.

<

Let W : baseband bandwidth in Hz of m(¢) -W w

B : transmission bandwidth of s(¢)
[ : carrier frequency in Hz of s(¢) where f. >3 W

fs : sampling rate in Hz for sampling of m(¢) to give m[n] and s(¥) to give s[n]

Uhass - passband freq. of discrete-time filter in rad/sample
Wyiop : Stopband freq. of discrete-time filter in rad/sample

(a) Upconversion method #1. 14 points,

Uses sinusoidal amplitude modulation.

Give formulas for the following parameters:

Bandpass
filter

(Q):

B= L.

Wstop1 =
OWhass1 =
Opass2 =
Wstop2 =
fs>

(b) Upconversion method #2. 10 points.

Uses a squaring device and the
bandpass filter from part (a).

Bandpass
filter

A 4

Give formulas for the following parameters:

Wy = 1 cos(, n)

________________________________

B=

fi>



Problem 1.4. Potpourri. 18 points.

(a) For a system design, you have determined that you need to design a linear phase discrete-
time finite impulse response filter to meet piecewise magnitude constraints. The Parks-
McClellan design algorithm fails to converge. What filter design method would you use and
why? 9 points.

(b) For a system design, you have determined that you need a discrete-time biquad notch filter to
remove a narrowband interferer at discrete-time frequency wy. The actual discrete-time
frequency will vary over time when the system is deployed in the field. Give the poles and
zeros for the notch filter. Set the biquad gain to 1. 9 points.
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* Open books and open notes. You may refer to your homework assignments and the

" homework solution sets.

e Calculators are allowed.

e You may use any standalone computer system, i.e. one that is not connected to a
network. Please disable all wireless connections on your computer system(s).

o Please turn off all cell phones.

e All work should be performed on the quiz itself. If more space is needed, then use

the backs of the pages.

o Fully justify your answers. If you decide to quote text from a source, please give

the quote, page number and source citation.
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Problem 1.1 Discrete-Time Filter Analysis. 28 points.

A causal discrete-time linear time-invariant filter with input x[#n] and output y[#] is described by

the following block diagram:

»

%

x[n]

<

x[n-1]

(a) Is this a finite impulse response filter or an infinite impulse response filter? Why? 2 points.

y

Unit
Delay

yln-1]

yln]

Iw‘ﬁfm%& L';w)omfse_ reSpensSe ﬁi/fer a/ua 2‘3 .,QL(,/L,;¢I‘<_. _ .-{-/\Q
curvent cutput ofe,aa.nais on Yhe Prevlalu output

(b) Give the difference equation for the filter. 4 points.

ylol = a ylo-1d + by w D] + by x [n-1]

(c) What are the initial conditions? What values should they be assigned and why? 4 points.

Iﬂi-Hna.l conci;'f‘;or."hs are Zhe. cnitial Vn/uxe_s 'n Zhe wnit a’fe/a(g Aioeks)

i.:e-) %},a .nr—/'rc&, v‘éluas G'Q Y‘[n"l‘] o\nd 3 In—’_] when n=¢,

\/a\uxes mus t be 2€rs o 50'1'1'5"13 /,‘,r;eaur-J i"'\me"‘/'nl/ar/‘an‘i' ana{ Cau.Sdl’P(‘w/ﬁ?f‘f"E:S,

(d) Find the equation for the transfer function of the filter in the z-domain including the region of

. E‘
convergence. 5 pointsy.

Y = & =" L(2) + b, Xéz) + ;é,.‘z*l X(2)

Yo - a2 Y(2) = b X(a) + b 7' X(2)

Uz ket bz g Jz] >

/’//2) = X(%) = | - a2z | 3

(e) Find the equation for the frequency response of the filter. 5 points.

Since '0\‘\4 | because thes s o ‘Ff/#er" the rc'.gi‘on o'p

Conv&rgeneL includes the wa/t cvrele

—_—uS
b, + b, &°

M;,e.%(w): Hiz)| . =

z=ed | - Q\Q‘Jw

(f) Give values for by, b; and a; so that the filter is_lovxpa?s. YVhy? 8 points.

—~—d- M &>

Fole is at 2= LS 4 \ &5%3

LV

b :
lerois at 2= - K \ J
. bb
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Problem 1.2 Discrete-Time IIR Filtering. 18 points.

In the US, wall power is at a main frequency of 60 Hz.
Assume that odd harmonics (180 Hz, 300 Hz, etc.) are also present. o .
Assume that even harmonics (120 Hz, 240 Hz, etc.) are not present.  p ower Jine maid e cpuenc 3

Design the following signal processing system to remove 60 Hz and its odd harmonics. ond ¢ 2%5 @‘go(

] harmenizSs .
- 4/ .
Discrete- | Y17] 7

T, IR ;S5 /S & Comoron ,o,foé/eﬁm .
me

' Filter = ‘
Sampler at
sampling . T N 'q 00 o
rate of 7, i:_’_’J |

~130 A= - bolfr GH2  1Boka 1(
(a) Pick a sampling rate f; so that 60 Hz in x(¢) is captured without aliasing and that all odd
harmonics of 60 Hz in x(?) alias to 60 Hz. Justify your answer. 9 points.

e
Two constrarnds o

° "F5> X “F{h(a% ' e

F h ok #HO wﬁ Kn o Lhat e causa |

roem ome wos R ,". ' . Y . s _ /,

o Small boadw:d4 . ‘7Cm¢m< /S S/,/jﬁ-//g /;,(9/73 Z .an

o Either -i80+ $5= 60 oc |80 — £ = 6o
Fs = Q#D/L/L ov ":S:/QO'/%Z'

“Thrs ‘veS s 8 .
we r ?e_ out "F = f&b /‘/2_ ,!;ccams.& it vielates 4’7?’57f Coﬂs‘{f‘“/’{-

(b) Using the sampling rate in (a), give the poles, zeros and gain of the discrete-time IIR biquad
(filter) in the block diagram above to remove 60 Hz and hence all odd harmonics of 60 Hz.

4
Aie
TN

. Py
i R
el U

rfr—g,;,,.-,‘—;c;aé /“35
bo M2 .

9 points. ( ‘ CTImiz3% o
4 i SR

w& | P = Oa@l;
R {23

w‘éo o .

Pl':» - ﬁ?ﬁl
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T .-
* (b) Tn the block diagram below, assume that x[#] has 16 bits/sample. Design ﬁlters Gi(2) and

. Hy(z2) Ho(z) = (1-200 -2 ~
Zaro.S Ci 2 ) ( &? %’2/{}*’&’

floating point data and arithmetic; (ii) the input-output relationship between x[n] and y[n] is LTI;

22re5 on or neer und ervcle molicate siop éumt/ (-S) Ir?e3
Problem 1.3 Analyszs and Synthesis. 30 points. /Pl, m ReEe3

One of the common uses of filters is to analyze and synthesize signals. T3 . |

For analysis, we will be using the two following two filters: 2,0 o
~  wF

a two-tap averaging filter with a transfer function of Hi(z) =1 + z ! and Iow pas s /

(a) What is the frequency selectivity of the following combination of these filters: 12 points.

LH@ A+ H@E) = (142 )+ (1-27) = e £23
HH@HG = (/142" )(1+27") /Z,Mf»éo/ (a@ @523

= [+ Rzt 2~

a first-order difference filter with a transfer function of Ha(z)=1— z . e 4 hpass () /ﬂ: £33

—

W HOmRD = (113 V(- 2-)
I e

= |- -\- 2 .
G2(2) to meet the following constraints: (i) filters Gi(z) and Ga(z) will be implemented in 32-bit

and (iii) the filtering of x[n] to give y[n] gives an all-pass response. Assume that y[n] will be
represented in a 32-bit floating-point format. /8 points.

x[n] (L 1[7’1] gl[n] | yin] .
; . § ’—’S'o/u‘hbﬂ #01‘]
5 g hz[l’l] gz[l’l] E G (2)=G,(7)= Glz)
T and GrR) s AR
ﬂnﬂ[és:é . S;jn*t}\asws and « //*LpaSS.

Works becanse

—Y(%)” (/L/(-?.’ G ( 2) “f" // /2) é (%)B—X_(% /L//(?’)'/'/?L?(‘z') ]\

Hiz\= H (2) G, (2) ) A H (%) 6, (2) (s all-pasS. [
Z’ a“r;(ef “Fﬁr G (2) nal C (2) Yo 3,\/& LTf sz_js‘i‘em 07[z£ti‘r‘m‘ «S
imp lementatoon, they must be IR Slpers, TIR Fiiskrs

ﬂ.er( o0 reciS1on o sa%s-ﬁ LT{/’msoerbes

' -] - . P
Sormn] Bi02)= - //(%)’-%/J/—z)*:»‘f%
T - tﬁéa:(_’%f)’:j""ﬁkz* EW}L/,}{% 7,7 T ,,,,,,,7,,, S




Problem 1.4 Downconversion. 24 points.

Consider an upconverted continuous-time analog
signal s(f) = m(t) cos(2 w £, £). Its spectrum is
on the right. Our goal is to downconvert s(¢) into |

a baseband signal m(#). Downconversion will be l l ! |

implemented in discrete time. —fz _ﬁ f] f2 f

Let W : baseband bandwidth in Hz of m(r) B=aW
B : transmission bandwidth of s(f) where B=f; - f; _
Je 1 carrier frequency in Hz of s(f) where /.= % (f; + f3) and >3 o> IW
Js : sampling rate in Hz for sampling of m(f) to give m[n] and s(¢) to give s[n]
Opass - passband frequency of discrete-time filter in rad/sample
Osop : Stopband frequency of discrete-time filter in rad/sample

(a) Downconversion method #1. 12 points, FoTTTTo ; Z—n'j‘ """"""" 1
I oS
Uses a fourth-order static nonlinearity. i ! (.)4 ' Lowpass E mi]
—l> L E—
Give formulas for the following parameters: E filter :
aB ! i
®Dpass = ;z 07 ,f‘ ------------------------ :

Q*F ....073 X(t) = slé)

o A BE=S (ﬂQXgm)*(saWS%))

;2 (? 45;25) 529— Ef_}ou),

(b) Downconversion method #2. 12 points. P é—[’;,i ____________ 1
Uses an absolute value static nonlinearity. sin] : I . I Lowpass : mln]
—L—P, —r—>

The following Fourier series truncated to : filter b
two terms might be helpful o _i
| cos(2 chc 5 l ~ ay+ay cos(4 mf. 1) "?5:01(2/0,( ZAO S %b\dri("g o(ev;*ee.. ORI ‘(»rf‘F‘.\G_\f(’le
where g and a; are real constants. 9 (4) = | s (%) ' - ' o i
Give formulas for the following parameters: 0 = l te) cos ( Dn _é.') ‘

Wpass = Q 7 7(‘ 9 j

Qvﬁ;ﬁ? (¢) = im(f ‘ cas(&r—f 7.‘){
o= R #s ‘ &) = lm.(%)'l ” <Q“+ G‘écoswﬁéi >>
i a(afﬁ@) L=
e )
Sl —4 4Bl |
- 2 —~jBK—
ek /\ A i

"L,*‘?c. ‘3'&; E‘«Q—ﬁa‘ ‘:ﬁc 0 'Fr; Q‘Fa 3%’ LIF(’




The University of Texas at Austin
Dept. of Electrical and Computer Engineering
Midterm #1

Date: October 14, 2011 ’ Course: EE 4458 Evans
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Name: >
Last, ‘ First

o The exam is scheduled to last 50 minutes.
Open books and open notes. You may refer to your homework assignments and the
homework solution sets.
Calculators are allowed.
You may use any standalone computer system, i.e. one that is not connected to a
network. Please disable all wireless connections on your computer system(s).
Please turn off all cell phones.
o  All work should be performed on the quiz itself. If more space is needed, then use
the backs of the pages. S
- Fully justify your answers. If you decide to quote text from a source, please give
the quote, page number and source citation.

Problem | Point Value | Your score Topic
1 25 Discrete-Time Filter Analysis
2 27 Need for Speed
3 27 ' I’d Like to Buy a Vowel
4 21 Potpourri
Total 100




Problem 1.1 Discrete-Time Filter Analysis. 25 points.

A causal discrete-time linear time-invariant filter with input x[#] and output y[#] is governed by
the following difference equation: --

yln] - ayln-1]1=x[n] - x[n-1]
where 0 <la| <0.9.

(2) Is this a finite impulse response filter or an infinite impulse response filter? Why? 2 points.

Tnfinde /h)ou/}e reSpanse K fter due Fo SeeAd back Z‘@f’fhg[h—/j,

(b) Give the block diagram for the filter. 4 points.

Ta
AR

(c) What are the initial conditions? What values should they be assigned and why? 4 points.
Let n=ot yle] = xled ~x[i1] +ayl-1].
:‘_r,",'+,'al condi A S are *x I-1] and 9[‘/3. _/—Ze,y /.)\W.SZ, !2. »
sct v 2eco To ensure Systen Prpeches of fpeacity, _—;l
gion o

(d) Find the equation for the transfer function of the filter in the z-domain including the re

convergence. J points. —Hyme-invar cace.
Take. the Z’i‘ranJ?Cf”.} of botth sictes of | el cousal .
A . 2. € ua'ﬁb;! e ‘ -1 o
Zhe d.$ferenc )] Y(—Z—) | - 2

—— - em——
-1 — — =
Vi) - a? Yz) = X&) - 2 _X(2) = I =1 az" Hlz)
Region o Ceavergeace ¢S [zl = [al For ca,u,sé/}:/" .
(e) Find the equation for the frequency response of the filter. Justify your approach. 5 points.

Becawse 041a]< 0.9, the reg,un o Convegeace (2] [a|
e ludes e anct cocle’ | - e._.)‘o)

= Z / e —y
(f) Give a value for a so that the filter removes zero frequency and passes as many other

. . 9 ;
eaencies s o ay P Regardfess of the vobue oF o

‘whece O 4/41 <0,?/ f,(e, ﬁ/;ef'
S le(2) hosa 2ev af %::[) e w=O0.

B k / lo/dc:/g zf[z./po/e et 20879

\l ﬁ "v"“"‘-‘”lﬁ(‘@"“"‘——a—ﬂb’ACA——?géé«—az‘ DC .




Problem 1.2 Need for Speed. 27 points.
Consider the signal v[n] = (-1)" u[n] where u[n] is the unit step function.

(a) We can write v[#] in the form cos(wg #) u[n]. Give a value for the discrete-time frequency g
in rad/sample. 6 points. + NI[n]

w, =M raa(./Sa./ry,/e Al
: ——
T

“(b) Let 4[n] be the impulse response of a lowpass filter, and g{#] is an impulse response formed
by v[n] h[n]. ,

i. Let h[n] be the impulse response of a two-tap averaging filter. Give the values of g[n].

o 50) 4 sha-3 ! f I hn
In) = \/l'n] l\[n] —— ———— N

= 5[1\]’ Brﬂ"] -1

ii. If g[n] from part i were an impulse response of a linear time-invariant filter, what
would its frequency selectivity be? Lowpass, highpass, bandpass, bandstop, allpass, or

notch? 3 points.
/L%l*g}\ﬁasj, T/r}oulsz ICS{—NMSQ 9[0’] =2 g[”]-S[n-IJ
’s fﬂ)aube {leoonde. 7be‘ 74/‘52{"0{‘7/2(‘ dl‘ﬁ'ﬁeff_/lbe #/*V/

which has a A 0%/\/&35 ff%mcg respaase.
iii. For a general lowpass A[n], show that your answer in part ii holds in general. You may
show this by using formulas, or by drawing pictures in the frequency domain. 6 points.

mu/f,“olo‘tqﬁ"}: o’F /\[ﬂJ . \/Eﬂ] causts Sﬁcﬁf h
descrete-Time Freguency demas of Hlw) by 7

fo the [eft oad Hew) Ge)
T #Cﬁccxéht b A o ‘\\ \ /| w
-7 w -

(c) What is the resulting continuous-time analog signal that results when passing v[#] through a
digital-to-analog converter with sampling rate £,? 9 points.

For releal O-+4o-A canve sion ! For s tandord D//D’4 :

‘ -
w. = a‘n‘ %" = 7# 'Fb:: 3 ‘FS Ewola'hon LPF (é')
) > [} T Z2(2) vie
_ #al) |V :
vE) = I ces ('"mfs ( o
s e e T quendé' on tep /a Z/
Sw /mg \i(t a = S /)\-»&-M’d'—“"-d /pw_paSS e,

i 6*,\—/2;57—77——» VT/'J-M - — - —




Problem 1.3. I'd Like to Buy a Vowel. 27 points.

The following discrete-time block diagram synthesizes a short segment of speech y[n] for a
vowel sound:

rir] All-pole yin]

| e—

Impulse‘
train IIR filter

Assume the following:

o segment of speech lasts from 0 ms to 25 ms, inclusive.

Tsc.g = QS.M..S'

e impulses in the impulse train are separated by the speaker’s pitch period

o pitch period is 1/(100 Hz) or 10 ms 'T; = Joms
o spmpine rate £, is 8000 Hz | — _._.‘_.._-—- = 0.135mS

Samf/,ha_ 5 = SoeooHz

(a) Plot the impulse train p(f) in continuous time over the interval -15 ms to 35 ms. Assume that

the area is one under each impulse. 6 points.
(1) (1) (1) rec-l'M?uldl /)uISC-
T 64_‘ value [ 'fram
P S S— e S R Ts‘e.é ,
-/o 0 ]o 20 3o (mss )

L ]
(b) Sketch the continuous-time Fourier transform for p(#). 12 points. _ A S} T;eg
‘ — SX A~

f)(f) = 5({—') + 8(t’/0,ﬂ5) + 3(&—470/»-5) - g.;-:(t\ rec ( 'Igea

. — -+ Tiea \ 17
piry= Fls @} * sb{mé(i‘%;;")}

e L el
ocated by "L e J :
impulses 54p g all-pole jo0 Mo M40 106 @b Hz

(a) Design the first biquad for the allpass IIR filter in discrete-time to pass 500 Hz. Give the
pole locations and gain. 9 points.

Re (%) o Svo H#a _ I
wS‘oo - fooo /2 o1
*\ Im(2) Fole Jocatbons at

y W
X b= o,c(e') o

~—]

\ . let H(1)$1

)

.\
!

[ 4 I = ——2 o — G
H 1€ o e g e e




Problem 1.4 Potpourri. 21 points. : ~
(a) The first-order difference, discrete-time, linear time-invariant filter has impulse response
h[n] = 8[n] - & [n-1]. 9 points. ~jr
: = e

i. Give a formula for the frequency response

.-'-‘w . ~r‘.
/’:fn (‘“)fﬂ[t)/ w= |- e 2 @)‘:’i—
3 2-e’ JT e

ii. Show that the phase response is linear. (Note: The phase response may not necessarily
go through the origin.) ., w

e, 5% %\ 0F (4.
Hfﬂ’ﬁ(w): e")él(e)a - )a)'—"er (QJSMQ)
4“")‘ 'Fbrw7o

iii. Compute the group delay ‘ Z_IL/ 'an (w) = .
‘FQJ‘ (79 <o

D=~ $ M) = = 1

vy wiy
PR »

(b) You’ve designed a discrete-time finite impulse response (FIR) filter to meet a magnitude
specification by running a design program. Your FIR filter meets the original magnitude
specifications with at least 0.2 dB to spare in all frequency bands of interest. The zeros are
plotted below. What is the minimum order of the FIR filter that would meet the original
-magnitude specification? Why? 12 points.

on M-+ Yot / o —
H(z) Imgz/);/ z;’:;& a{w;né. o The m;_'ha‘ FIR
s‘i’o‘obmo(- »F:/y‘e.r a('e.Srjl\ Aa.S

RG(Z) Ct‘ﬁ‘\i" 208 ond S

Fan
4

0 © ] —-oro{ I //7‘{".
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b e A:Scﬁfﬁ(‘d‘

2—/074/\2. /\65 no '
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= 09 Ca/es '(’)ne- magn:-{ua{—c fe.sfonsc La
 —The %o ot 7 =/00 3 -
] . From 79 o /0/. Tt con be replace

a 'Coc'lvf V“é‘% —The me¥mum /0;5 5 Ay a 74&7’0/’

£ /oo |
bu o consTan® o ‘
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Name:

The Univérsity of Texas at Austin
Dept. of Electrical and Computer Engineering
Midterm #1-

Date: March 9, 2012 Course; EE 4458 Evans_

&ﬂ)(; , Rz ;/J’)cﬁ
Last, : Firs@

The exam is scheduled to last SO minutes.

Open books and open notes. You may refer to your homework assignments and the
homework solution sets.

Calculators are allowed.

You may use any standalone computer system, i.e. one that is not connected to a
network. Please disable all wireless connectzons on your computer system(s)

“Please turn off all cell phones. I
All work should be performed on the quiz itself. If more space is needed, then use
the backs of the pages. /

Fully justify your answers. If you decide to quote text from a source please give
the quote, page number and source citation.

Problem | Point Value | Your score Topic
| 25 Discrete-Time Filter Analysis
2 24 Music Therapy
3 27 Downconversion
4 - 24 Discrete-Time FIR Filter Design
Total 100




Problem 1.1 Discrete-Time Filter Analysis. 25 points.
A causal discrete-time linear time-invariant filter with 1nput x[n] and output y[#] is governed by

the following difference equation: NMoge t A varis fon o Fhis ;
yln] = ay[n-11+x[n] — b x[n-1] guestron appeared on +he 1
where 0 < |a| < 0.9 and |b| > 0.9. Lol ooz mdterm #/. |

(a) Is this a finite impulse response filter or an infinite impulse response filter? Why? 2 points.
TR Fr“lfer Tre curent value g[;,] d{panalﬂ en Zhe p'ewcub
ouhput value 9 La-11].

(b) Give the block d1agram for the filter. 3 points.

A [n]

(c) What are the initial conditions? What values should they be assigned and why? 4 points.

led n=0o. sé[o" Fay [~1] + x[o] - b x/~1]  Thihal
concli /‘70(\3 ‘6,;[’-! J andd ‘A["‘I] S}tou(c{ Eaa zers o guaran‘i‘ee Llflﬂmp%heﬂ

(s Find the equatlonfor the transfer function of the filter in the z- domamJncludmg the. region. of

convergence. J points.
Pole /5 at Z=a i

Ja ke +4he 2~ 2ranstecm & bs th sihe s s ter
|-~ a2 <&
i

Y= az' Y2+ Kl2)—b 2" X(2) e

(1-az)T(2)= (I~ b=2") K 2= a
I.(%\ | —~ bzt Fer a cawsal sgskm
H(=)= X(2) - I -~az"! /21> lal ’

(e) Find the equation for the frequency response of the filter. Justify your approach. 5 points.
Becouvse zhe ey jon of con vergeace ineluddes 2he tnrd <::v~<;/¢

jie. Jel>]lal and Jal « .9,
be”

Vol = M) = L=bs
freg w) = 2—.—2.*"” B ) — aed"
(f) Assume that g and b are real-valued. Give the best values for a and b for the filter to have

the following frequency selectivity:
L. Lowpass. 3 points. when Zhe pofe at 2= ond 2er0 at 2=b are

0_:(),3("
: g TR $¢am&¢( n ama[e. '/00/?2 ,,,d,(e:,écs‘/oa;s boad andl 220 cnglicate s S dopbonal.
ST T T 2. All-pass. 3points. See ,Appme(:x O‘ U St e N 7% £ 5 S
Q= 0 8 Fer f’ie r‘tﬂx"lﬂt/uu[ case T e . 7 o N

Fora= 0.8 b= /268 "

bed l\as i * S h < s
b . See Pné/&m I 7 on "Fali Asio ,m.af}erm #/ o W )?,zgg_g o

/! zw*¢~3eﬂ ol lgj—“l\— ﬁh'AGtw( Ab=3da )




Problem 1.2 Music Therapy. 24 points.
People suffering from tinnitus, or ringing of the ears, hear a tone in their ears even when the
environment is quiet. The tone is generally at a fixed frequency in Hz, denoted as f;. .

A treatment for tinnitus is to listen to music in which the frequency f; has been removed.

Design the best discrete-time infinite impulse response biquad filter to remove frequency Jo and
pass all other frequencies as much as possible.

Assume that fyis 5512.5 Hz and the sampling rate f; is 44100 Hz.

(a) Give the pole locations, zero locations, and gain. 18 points.

M,/e,. want & goteh 'ﬁf//-tr fo remove ‘/i én A2, ,[: -
A~ 3 : To ?/2 #2
- . . N . — c— e
Tn alr“Scre,‘fw’_ ’chnxe.—/ 7(,', Ca.re:,pe,q clS £‘= duo - Qﬂ‘ 7(; 2 7‘7,[00 1‘7’2 B
po/e— cce fzon s 3 - __’7'/_:’
= 0.9 A = 0.1e
Zero /u ce FAons ] . &)= "
g PR ) %% ( ?'Pb>(2'loi )
2,= 9.  and 2T &
(b) Draw the pole ~Zero dlagram 6 pomts - &n; ¥ » :
H(Z) 5 ,'y)o/@_.S‘Zi anSwer 1S C /

Alternate ansver 3 %o
Set ffq,e Qé gai‘m +» 3
H G = |

0\/\0( §@iva ’ﬁﬁi"' C'

,/W/ ptactes
N ﬁMAM S
Zonmiles Lee Pesie Theory ” 69 a

T 50 € Yo dl /Vewsg,
L neoise /a\.mls ; Deec. ’aoo i) 5

co.wk/ @/ hi/health/ 842 97/5. 5 Em

é,,ﬂf i‘(hr‘w

VT REA {)@W*.SFL be.



Problem 1.3 Downconversion. 27 points. X (f)

Consider the bandpass continuous-time

analog signal x(¥). Its spectrum is shown

on the right. The signal x(f) was formed )

through upconversion. Our goal will be

to recover the baseband message signal ! ! ! ! ! f '

m(f) by processing x(¢) in discrete time. —f2 —ﬁ fl f2

Let B be the bandpass bandwidth in Hz of x(¢) given by B =, fi . 3
1. be the carrier frequency in Hz given by £z = % (fi + f2) where fc > 2 B. Work: out each
/: be the sampling rate in Hz for sampling x(z) to produce x[#] fa,. 2 1h Condin vtowS

(pass be the passband frequency of a discrete-time filter in rad/sample
stop bE the stopband frequency of a discrete-time filter in rad/sample .743%?, fress.

No anti-aliasing filter precedes the sampling device.

A

(a) Downconversion method #1. 12 points,
m[n]

With the sampling rate chosen so that 1] Lowpass

£=2B /ﬁ filter |
fc=4f.;: SB — ! : T e e e e e e e e e e :

L J—

v

, o T , e
 skewhtheFourertansformofximand  Gonping x(2) by ymgives spEettum
give formulas for the following parameters: .. vgy}fé repiicos at otfsets ok fo=a8
X = o dryg ol _ A\ T\ e
0.9;",@\; 5 | . ’ -mp :
_ B e f , " ‘ ] (AR WL T O . S Y O
T2 Wstop= Qﬂ"/’: wo S Y 4 i o P v ! :
B 36 B -sB-Yp <38 28 1B o0 6 2B 38 4B sB (8 75 3B I8 ;
(b) Downconversion method #2. 15 points. oot ot K
| o) | o e ~
Downsampling factor M is an integer. [ Lowpass |1 ‘
i LM filter [T |
With W% N {; ~> 36 ! 1 11ter | i
! t !
f>24 o ! |
, . . |
sketch the Fourier transform of x[n] and De’wnsan)o S Ag M ceduces ZAe /ﬂ)ouzL
give formulas for the following parameters: seap /:52 radd Lg a Factrr o £ M.
fi= M "c‘_, _I}\ conRaunouns "‘f'ma) G;ownsc\n)a[za !
B - 1y |
Opass = arr%&:’ T by M s 5“"’)"/'} b m ts. |
0y Te - ‘ - . - -
e e v»~~~$,'6m - ,,ﬁv;,vamff - Wﬁﬁﬂt@f‘rum o‘F (u}} 1S Same as (Abe’ve"
Ostop = . —_— = BT g ; sy . T
. St’ P QW{‘B/M o 2 “F‘; - $'Pec+roun a‘? ,V(’i—) s L& ,ow d

Wute: With 45 =M e, L N |
9 S " &®0 f
frafyely e hz3 voe [ ﬂ\ ANANEN

LI T 31 i i
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Problem 1.4 Discrete-Time FIR Filter Design. 24 points.

One discrete-time filter design method determines the finite impulse response (FIR) filter

coefficients by keeping the first L samples of the impulse response of an infinite impulse
response (IIR) filter.

A key difficulty is in determining L.
(a) Consider the IIR impulse response A[n] = (0.9)" uln]. 9 points.

1. Compute the total energy in the IIR filter impulse response: E,,, = Z[ h[n]

o0 A 2 = . oo . n=0 ]
o= = loal = Ze) = 5 (on))”
n=o n=o o
=0 A ‘ ‘ -

) ST = 536316
- hif 031" = —— - 53
=0

2. Determine L so that the FIR filter impulse response contains 90% of the total enérgy
of the IIR impulse response computed in part #1.

L s e A

2 080 = 01 E, ., p 2, a = , |
nNTO R ,,nfo,,,,,,,,,,,;,,,,,_,L,:*,,,0:—,,*,,,,,_,,,,,,,,,,,,,,,,,
_’_;.(2;——;‘_———_—;—:} 0.1 2 0.8¢ Z Do o | — 0.

| - 0.8l | - 0.8l 15wl . 0-8l .

‘ L;[;iM.@m n=o ! ’

(b) Consider an IIR filter with NV poles and M zeros. Determine . so that the computational
complexity of the FIR filter is the same as the computational complexity in multiplication-

accumulation operations of the IIR filter. Please specify the IIR filter structure you are -
- assuming. 9 points.

© Direct ‘ﬁpm TR fF{-l‘i‘Q( Structure dfakes N4M+
"nul(l—;\o[,‘w-‘h‘”ﬂ“a"—“*’““'C"'h"‘” eperatfibas, Lei- L=pN+ME]. @
o @f‘bb&"-a( c‘.d§c_0~a{a fakes 5 mm[‘/ﬁ«/o rea 7 en (‘4cflamu/a7l7w/\//l‘
&YOQf\abanJ’ /OQ/* C.G.SC&!&/&‘ f'{;,’ /VT:M c;\no( /‘/even, L= '15“
(c) Explain two important advantages for this filter design method. 6 points.
| T Ae F TR o/e.s:jn me fhod ‘ A
. | e b s fep{
) alwags‘ gives an BIB0 stabl 7€)/f£ef whea ,Yryo/emzﬂ 7

2. fas the same_implementation <onplex, £q as the

or.gmu T8 L/t phea usiig (b).
| 3 ga\/ﬁs Qa ‘ﬁ'/'fif waJ/A o worSE ~case c/e,/ag ‘5‘{—'-

i~ { 5&1#\‘0/’3—3




The University of Texas at Austin
Dept. of Electrical and Computer Engineering
Midterm #1

Date: October 19, 2012 Course: EE 445S Evans

/qck“f, Cat 4 The

Last, 7 First

Name:

e The exam is scheduled to last 50 minutes.

e Open books and open notes. You may refer to your homework assignments and the
homework solution sets. '

e Calculators are allowed.

e You may use any standalone computer system, i.e. one that is not connected to a
network. Please disable all wireless connections on your computer system(s).

e Please turn off all cell phones.

e All work should be performed on the quiz itself. If more space is needed, then use
the backs of the pages.

e Fully justify your answers. If you decide to quote text from a source, please give
the quote, page number and source citation.

Problem | Point Value | Your score Topic
1 25 Discrete-Time Filter Analysis
2 24 Discrete-Time Filter Implementation
3 27 System Identification
4 24 Upconversion
Total 100




Problem 1.1 Discrete-Time Filter Analysis. 25 points.

A causal stable discrete-time linear time-invariant filter with input x[#] and output y[#] is
governed by the following transfer function:
b Y( z)

l—az‘l :- X(g)

for |z| > |a|. Here, a and b are real-valued, and 4 is not zero.

(a) From the transfer function, derive the difference equation relating input x[#] and output y[#].
6 points.

I b peaz )YE) = bX(%‘)
X |1-az" Y- az Lle)= L X(z)

opply nverse z=transhirm * 4 ) - ay Ch-1] = bx(a]

H(z)=

(b) Give the block diagram for the filter. 3 points. ] ;é (") = a b) [a-1T] + }; % [a ]
( .

Xl 9 L]
—>]

7

,'2_"

(c) What are the initial conditions? What values should they be assigned and why? 4 poinis.
led n=o @ iéT.—:] = 0&(3['/] + éx[éj
Th prod condi bon £s ;) [-]] T4 must¥ be set o 2ero
7La Sadr'S 7% LTT S9stem P perhles,
(e) Find the equation for the frequency response of the filter. Justify your approach. 6 poins.
Snce ZFhe LTI S:j sFem S Séable y he ri(é)wn ef erv&,:g—en ce
includes dhe wnit cirele L
H'F“i\’ () = /L/(%)(zcejw T - ae W
(f) Give the best values of a and b for the filter to be lowpass with a DC response of 1. 6 points.

/—}('Q.\ has a poﬁe 2t Z=a. Passhand 73 el jcated
) ng?i

19;) ag/& o“ﬁ Fo/ea ZQ,‘{’ a=0.9.
&;?3 Re‘s‘pon% «t DC -(Gucor);‘i

\/ - R

b: ",.0\‘2_—’—? b:(")wl




Problem 1.2 Discrete-Time Filter Implementation. 24 points.

Consider a causal stable second-order discrete-time filter with the following transfer function:

i ~
(A-z,zH(1-z27") . | = (et B) 2 Z’D:é__?__i-

N oy — . ~i -3
(1 pOZ )(1 p1Z ) l ’(F@%)tz '7(' /9‘3"'0! 2

Zeros zo and z; are complex-valued and conjugate symmetric.

H(z) =

Poles pg and p; are complex-valued and conjugate symmetric. S 4vre Coap /e aum bers asS

Amplitudes of the input and output signals are real-valued. & pa i (el f ,’m@; y}ag X .

(a) Biquad implementation. We expand the factored form into
| 1+bz" +b,z7°
2

H(z)=
(=) l-az" —a,z”

i.  Give formulas for the feedback coefficients in terms of the pol'es and zeros. 3 points.

A= Pt p Qe = " P f

ii.  Which feedback coefficient suffers the largest loss of precision when feedback
coefficients, zeros and poles are in 32-bit IEEE floating-point format? Why?
3 points.
Th the wesst case g, Joses | by oﬁ&a“wﬂfﬁé} olue

7[0 cu(c(("fvcm an ‘/ Cil& /0535 &3 LCTS O'G aCdu.rzxc;) in man A3Sa ﬂ/vteJu

iii. ~How many real-valued multiplication and addition operations does it take for the # / 76),,/, co '/76':)
biquad to compute one output sample for each new input sample? 6 poinis.

téfn‘l = X[ £ b, x(h-1] + by ¥ (n-a] + Qa, \9 (a-1J 4-‘61&35)-@31
4 Na/’v’a-/m@c'?-/,’)'\M/‘l"p/:‘ca 7507'!;)" 0??1(/(- qrfa/—va%/me/aa/d{v_’vfahs

(b) Cascade of two first-order sections with transfer functions
-1

- 1—zz71
H()= 2 and Hy (o) =1
1=pyz =pz
i.  How many real-valued multiplications and real-valued additions are in one complex-
valued multiplication? 3 points. 4 real mal e Ses

(atjb)ciyd) = (ac-bel)+y(betad) o .1 1
ii. How many real-valued additions are in one complex%? 3 points.
(a *J“[o) + (""""'JV() = (a+c) + J (b+ ol by real adAs

iii. How many real-valued multiplications and additions would it take to implement a
cascade of two first-order-sections? 6 points.

Foch .-f:.)rsi"omie/ Se_a‘f?(?}\ takes A C°-”)¢’/¢X MACS/‘S amp /6
CCtS Ca.a{é. ‘Za[’ef 4/ Co,—-}o/,e‘.)[ ﬂ’l_/—\'C:S/.Sctﬂ)o/—(’,) c);—r“ . X /7{ -
1 ceolovelued MACs fsoqple.  MAC=nulhpliestos ccunnlil




Problem 1.3 System Identification. 27 points.

aid Unknown n]
[UENE—N  I—
System

Measuring the frequency response of an unknown

linear time-invariant (L'TT) is a common step in

testing and calibration. TE w[a) s all pass w ith """'*9 3«:1;:) Fhen / Y{w) / — //L//w”

We perform the measurement by choosing an input x[z] and observing the output y[n].

Let h[n] be the impulse response of the unknown discrete-time LTT system.
Let X(0), H(®) and ¥(o) be the discrete-time Fourier transforms of x[r], A[n] and y[n]

(a) Show that using x[#n] = d[n], where J[n] is the discrete-time impulse function, allows the
measurement of H(®) at all frequencies. 6 points.

Vi) = H) X))
ohen xIa}= 807, K=, and l(w) Hs) .

whea x (3 = 8ls3, we can observe a I ﬁzz wenciSs i M)
(b) Show that using x[n] = é[n] + o[n-1] fails to measure H(w) at all frequencies. 6 points.

XH= |+ e 9” , and at w =7, X@.«\f—a and Y6 =0.

L’UC"_ Cannoi‘ oése"'fﬂ {//\Q ﬁeémg Pe’éf’:""s‘e— c)“C /J/M)achu =7

(c) Determine a real, non-zero value of a; in x[n] = J[n] + a1 d[n-1] that will allow H(w) to be
measured at all frequencies. 6 points.

e 1+ ae3% pien a= |, Xe)=o, ard we
Cc}\m’lci\ 01'332./\/\& %AQ DC f‘e%pcmje D‘p /—//w> C(ZL Z’AL OUZﬁOLLZ{

/K}ng Vﬂ/mé fp)'f‘ a, QXCQP“Zc I cmé’( = Wl\[/ work.

(d) Consider the causal discrete-time biquad filter below. Its impulse response will be used as
the test signal x[#] to measure H(w) of the above unknown system at all frequencies. The
biquad has poles at z= 0.8 and z =-0.8. Determine the zero locations and gain. 9 points.

W& SL’(LK an a”‘—-f)ﬁSS’ Araua

Ing23 ]

g Biquad

(l 2,27") (- A2 -) gnd Solve 7@«‘ C.e .

Po *‘)(,«,9, ‘>

6’{\ i " }::;”C;;:“‘T e I
=;—§ = o5 Set DCjaan'fO’?C"
:c’”‘z—-g)’—-/o? 6(3)12:,’1
=C



Problem 1.4 Upconvérsion. 24 points.

Upconversion shifts a baseband signal m(7) in frequency to be centered at carrier frequency f..

A conventional analog circuit for upconversion places a sampling device and an analog bandpass

filter in cascade, as shown below.

M(o) m(t) v(¢) | Analog s(?)
> bandpass —
filter
| 0 Sampler at
'27y(.max Zﬁmax Samp”ng
rate of f,

Assume that f; > 2 fnax.
(a) Draw the spectrum for v(¥). 6 points.

SQm\P//n re.p/rca fos the -n(,m'k ::ioec“frum at oMbcz‘S Lﬁuw(; Fo
I lhples of £
Ji§) —4a ,,Ml«‘— multbples o 45,

%

m /\ /h ceoo 592(@1&5& Sdmyo :/g
i Zrme cén [oe fmai&//tcf/

_Q'R - 5 m@)\ *masé £ &g,‘s 4 aS /ﬂ’q/‘Aﬁ/’c‘? ‘ﬁon Z)a
57
(b) How do f and f; relate? Give an equation. 9 points. | an inypo (se Zrawi

_«rc“: n ‘]r‘; bu)\‘e—i‘i n (S a PcS;ZﬂV@ i”“"ej—ara

(c) Give a filter design specification for the analog bandpass filter. 9 points.

’Ij = 0.9 ":,oassl 0% Step, = %«ss,é(gﬁaﬁowl

S top, Vi
pass, = < mex /% {‘u”wﬁ(:

-‘F‘P&SS (FC + ’E‘r\(}s"( ‘ é
Fshfa = /. 75/:&55& 6 Tstopy

@833 é)&m// fI/OF/Z 0‘)67 /6/(6
’thm‘o b@'\&[ 7%%%% 760 " o"p i/() (‘/(B

i

T Ais Sy s Fem i5 env‘fr@g. A Conbhaous Ame.

> : oA ) .
- . = ﬂﬁsS& + (Q "gnay ) 0. |
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The University of Texas at Austin
Dept. of Electrical and Computer Engineering
Midterm #1

Date: March 8,2013

Name:

/@?Af’ﬂﬁas

Course: EE 445S Evans

and  Feih

e The exam is scheduled to last 50 minutes.
e Open books and open notes. You may refer to your homework assignments and the -

Last,

homework solution sets.
e Calculators are allowed.

e You may use any standalone computer system, i.e. one that is not connected to a
network. Please disable all wireless connections on your computer system(s).

e Please turn off all cell phones.
e No headphones allowed.

e All work should be performed on the quiz itself. If more space is needed, then use

the backs of the pages.

o Fully justify your answers. If you decide to quote text from a source, please give -

First

the quote, page number and source citation.

Problem | Point Value | Your score _ Topic
1 28 Filter Analysis
2 24 Filter Implementation
3 24 Filter Design
4 24 Potpourri
Total 100




ﬁ ) Problem 1.1 Discrete-Time Filter Analysis. 28 points.

A causal stable discrete-time linear time-invariant filter with input x[r] and output yin] is
governed by the following transfer function:

H(z)=1-2"
for |z| =0

(a) From the transfer function, derive the difference equation relating input x[r] and output y[#]
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(b) Give the block diagram for the filter. 3 points.
by [ f I g[ 0 ]

/ ) (c) What are the initial cond1t10ns‘7 What values should they be assigned and Why‘? 4 points.
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(d) Find the equation for the frequency response of f the filter. Justify your approach. 6 points.
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m Probiem 1.2 Discrete-Time Filter Implementation. 24 points.
 Consider a causal fourth-order-discrete-time infinite impulse response (IIR) filter with transfer
function H(z). A filter is a bounded-input bounded-output stable hnear time-invariant system.
Input x[»] and output y[r] are real-valued.
- Cascade of biquads. We factor H(z) into a product of two second-order sections (biquads)
| H(z) = Hi(2) Ho2)
Parallel combination of biquads. We perform partial fraction decomposition on H(z) to write it
as a sum of two second-order sections (biquads)
H(z) = Gi(2) +Ga(2)
(2) Draw the block diagrams for the cascade of biquads and the parallel combznaz‘zon c_)f

bzquadk Each block in the block diagram would correspond to a biquad. 6 points.
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J (b) Consider the implementation of the two filter structures on the TT TMS320C6700 DSP.
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ii. Comparv the execution cycles for the two structures. 6 pozm‘@ betoeen G éi"} cnd G, (s ) )
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(c) Consider the implementation of the two filter structures on a processor with two TI TMS
320C6700 DSP cores (CPUs). The cores share the same on-chip memory.
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ii. Compare the execution cycles”for the two structures. 6 poz’m‘s.
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( N Preblem 1.3 Filter Design. 24 points.
o In North America, there is a narrowband WWYVB timing signal being broadcast at 60 kHz.

The G.hnem powerline communication standard uses a sampling rate 800 kHz and operates in
the 34.4 kHz to 478.1 kHz band. '

G.hnem receivers experience in-band interference from the WWVB signal.

(a) Design a discrete-time second-order infinite impulse response (IIR) filter for a G.hnem

transceiver to remove the 60 kHz WWVB interferer. Give poles, zeros and gain. /2 points.

60 kHz

3
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"(b) Design a discrete-time second-order infinite impulse response (IIR) filter for a G.hnem
transceiver to extract the 60 kHz WWVB signal for use in generating timestamps for power

load proﬁles at the consumer’s site. Give poles zeros and gain. 12 poinis.
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Problem 1.4. Potpourri. 24 points.

(a) You want to design a linear phase finite impulée response (FIR) filter with 10,000
coefficients that meets a magnitude specification. Which FIR filter design method would
you advocate using? 6 points. ps demons trated ] [ee e e
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(b) Consider a causal first-order IIR filter with non-zero feedback coefficient a; and input signal
A&7l

x[n]. Output signal is y[r] = ai y[r-1] + x[n]. Input data, output data and feedback
coefficient arefunsigned 16-bit integers) As n increases, does the number of bits needed to
keep calculations from losing precision always increase without bound? If yes, show that it
is true for all non-zero values of a;. Ifno, give a counter—,exainple. 6 points. ;

/\/0, Lei‘ X[nl = 5[43 MOQ C{( = /. /}/4@\,«44& Q/L§w€/‘£j5{§€
' 9 [a) = u [a],

TR K/Fer &/&ijﬂ mej‘//wa/
and kesp the ArsZ

/’~'\ ’ ' K B " V - d
| e . - o [ "’Cwy;hn - i
‘> ( Al “ﬂd‘fﬁ‘? an Suwe 7Q'° m [ecture oS (05560 Samples K Ahe

oy

let a = j;\,,"\ . ‘é[nj needs [ é{"\t?,>

fmpulse respen e,
(c) Given three reasons why 32-bit floating-point data and arithmetic is better suited for audio

- $loatiny Point £ 58" deticletin tobyrse npend e ¢ wliterfeothoe gl sliles
o mifobits ol mantissatsign (nteger conponent’) gries 149 d@aﬁ"—
Aanamce rrage V- 6 AB = otgam m%q&f [ b6=br? m(/\;?x:/
- %--ﬁblhf Ry A eRhpenea ‘Z_L a.f(oi«u;s wnole ﬁggn/ﬁ/i’//@ N‘?&_ andl ¢
Qcewrnte Near 280D (Guied LTS wibh [aes aeon Oy [Cbit ,,/4@?”)
e Audic uses TER mm/ anel ‘5&”[9/25',0/‘(_@4*%9—/1 rs Peeste A A rehice e
3 (Freneatver erg%ékﬁongm vite e back

te gmpulse response

3

- ... processing than 16-bit integer data and arithmetic? ¢ points. "Co m/,an:?.‘—.c&e.aﬁ ang

e cm(,a/'ﬁcw fP P T e TA - o Way
(d) What three instruction set architecture features would acce

(FIR) filtering? 6 poinis. ‘ . ) [l . L/_J
. { oo .
Thsdruchon set acchilectue (CPihcare) W v e an

o Direed mremes wmeceSS
C_i;-/!"f/‘c‘// ers '-7'/‘;9;’- F’rhgrﬂas’p’? b-zgﬁnrg

"f" MC)/LQ}C—OZ ; Mfi/ G
;;\ ygﬂ C;v/ L(g//q,;jp )

..,, Fast mwfﬁ"ﬁz//%-ﬁ (ﬁ'/;/AC?()
e Fus? addler </07F’;‘/fjw9( )

o

{
\

)

e 5%{:0@?&2&@ {)f‘ojmm ana’z &(4'7/3\ A%Se-g o+ [gwgg mmajm%Q.;f

e /W“/ﬁi'eze’ hat e buﬁaﬁ cm,.@( v . Dwafé‘ M on r,aé,sﬂmeﬂw :
Jooet From all buses ' o same cgell
oG - 48 (F-O\(- '[ku/‘&_ MﬂZS P Q/g

o lhan eaus 1o fec -
o bk "
f‘ﬁ:f cireu foc b e Ludnincrement 80 whd@mﬁ

* moc'(’u/D ﬁélééf‘ﬁj.gl'/l 7 )4
@ ?;5# Q/ow,’)c&u/\'-/?//z/d} M, atdﬂ(_,—e,g;;ﬂﬁ m




The University of Texas at Austin
Dept. of Electrical and Computer Engineering
Midterm #1

Date: October 18, 2013 Course: EE 4458 Evans

Name: Bo//blw(voo(l. So‘llu

J Last, d’F irst

The exam is scheduled to last 50 minutes.

Open books and open notes. You may refer to your homework assignments and the
homework solution sets.

Calculators are allowed.

You may use any standalone computer system, i.e. one that is not connected to a
network. Please disable all wireless connections on your computer system(s).
Please turn off all cell phones.

No headphones allowed.

All work should be performed on the quiz itself. If more space is needed, then use
the backs of the pages.

Fully justify your answers. If you decide to quote text from a source, please give
the quote, page number and source citation.

Problem | Point Value | Your score Topic
1 27 A8 Discrete-Time Filter Analysis
2 24 Discrete-Time Filter Design
3 24 System Identification
4 24 Modulation and Demodulation
Total 100




Py
Problem 1.1 Discrete-Time Filter Analysis. ,2’/points.

A causal stable discrete-time linear time-invariant filter with input x[»] and output y[r] is
governed by the following block diagram: F'\‘S t- Order

TIR
ylnl Secthon.

Derived *l[nm
5’//;/6 é"‘é °on

Di3ecrete —Tine
Constants ay, bg and b, are real-valued, and | a; [< 1. N ’(
Bv cbu aAi.

(a) From the block diagram, derive the difference equation relating input x[#] and output y[#].
Your final answer should not include v[n]. 6 points.

V\!/g-'kmé loackwcxrdS '7Crom i‘rdnSFlzP ‘ﬂmcf)bﬂ /;‘ p%f (c) Aﬂ//&&//
.{(2) be+ -1-: 2-'[ (1 '0‘124).1_(‘2) = (Lo T ‘13( 24) X(’t) '2/2
:7?_; - -1 =2 l‘qi?/écng the mvesse 2-transFrem fo both i s/
i | —a,2 [n]__qlg(’,,-;]: borln] 45/)<[n—lj
(b) What are the initial condition(s)? What value(s) should they be assigned and why? 4 points.
N [-\-\'-‘- O Ko the 9357‘@-‘! to }9& Cc\\da/() /,nca; aaﬁ( z’v}mg—muanar\l‘_
Eguivaleatly, xU-11=0 and yl-1)=0.

(c) What is the transfer function in the z-domain? What is the region of convergence? 3 points.

(z) Y(2)
Y= ¥ %)\ Lle \ = (b, + b, 2’4)

H(‘i’\ = VX(%\ = —X('i\ Y/‘(%) = -l-—- q‘

-
- bo‘l’ Lc% _Cb(_|2-|>\q|\
| — q, 2!
(d) Find the equation for the frequency response of the filter. Justify your approach. 6 points.
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(e) Fora; =-0.9, bp= 1, and b, = -1, draw the pole-zero diagram. What is the best description of
the frequency selectivity: lowpass, highpass, bandstop, bandpass, allpass or notch? 7 points.
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Problem 1.2 Discrete-Time Filter Design. 24 points. Con «g—w g ra b,e-/pro 9Pamm a éé neteh 7[ / Z(Q

Consider a causal second-order discrete-time infinite impulse response (IIR) filter with transfer
function H(z).

The filter is a bounded-input bounded-output stable, linear, and time-invariant system.
Input x[»] and output y[#n] are real-valued.
The feedback and feedforward coefficients are real-valued. == A Jes are con J v\aaz‘e 4 mmeFrre
You will be asked to design and implement a notch filter: Zeros are. con Je 3 ate symme e
Jo is the frequency in Hz to be eliminated, and
Js is the sampling rate in Hz where f; > 2 fy
Assume that the gain of the biquadis 1. —> (C =

(a) Give a formula for the discrete-time frequency wo in rad/sample to be eliminated. 3 points.
= 27
1‘35

(b) Give formulas for the two poles and the two zeros as functions of wg. 6 pomts

o “d70
Poles : Po= 0.9 and P 09 >

| v,
o — )% )
Z@rosj %O: eéw MA Z,: e a k%zts

(c) Give formulas for the three feedforward and two feedback coefficients. Simplify the
formulas to show that all of these coefficients are real-valued. 9 points.

/_/( ) = - 22 )(I—z ') l—(2°+z)z +22’2
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bo= 2.2,= ¥V o l ag= -pp = ~0.8l

d) How many multiplication-accumulation operations are needed to compute one output sampie
y p p p p
given one input sample? 3 points.

Wil= a9l + agula-2+ XY + by % [a-1] + X['Rj

3 mulhp licatho :\5 and 4 add toss => 4 nu //7 ? accumalates
(¢) How many instruction cycles on the TI TMS3206748 digital signal processor uséd in lab will
take to compute one output sample given one input sample? 3 points.
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Problem 1.3 System Identification. 24 points. Selu-hsn uses de-convoluthon
Consider a causal discrete-time finite impulse response (FIR) filter with impulse response h[#].

The filter is a bounded-input bounded-output stable, linear, and time-invariant system.

For input x[n] = u[n], the output is y[n] = 8[n] + §[n-1]. et h (n'& have M+ | c:;e—c(:n cients .

(a) Determine the impulse response A[n]. 18 points.

5[1\3? X[AJ*)\[n_] = %})[ﬂ\] X[n'mj
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%YB'J = %IO]XIBJ + h[)xlad+ ha) x(]) NEIFYS
o = hl1+ WO + h[2) + AI3T = KhI3T=o
Cheek + KRG\ % uln) 231+ 8] @

(b) Compute the group delay through the filter as a function of frequency. 6 points.
- )W
/7/’7(, rc% (u\ - \ B e

99 (e e
- e <€ - e

- . Node * ;)’ éWE
R Y 7
= Qs{n(w) 363
N e e / Sa /.
a::;:;:) P’ms:: Crop /09 & ”
H2em +erm

m"a (w) :“é'%)zj—ﬁ%(w) = |

o
- A H. ()= -w+3
EKCQJ{ 'F;"‘ Tw o [-)om‘fs o'F dtj[oﬂ'ﬁkw'g) -CrL3 pn



Problem 1.4. Modulation and Demodulation. 24 points.

A mixer can be used to realize sinusoidal amplitude modulation y(f) = x(#) cos(2 = f; f) for
baseband signal x(¢):

mit t
(® Lowpass x(t) v(t) Bandpass v{t)
Filter Filter
Sampler at
sampling
rate of f,
':‘:ase_bcmo( : IH 7J;

Assume that x(¢) is a ideal banedpass signal whose magnitude spectrum is zero for Ffmy.
Assume that f; > 2 frax and f; = m f; where m is a positive integer.

(a) Draw the magnitude spectrum of x(¢). 6 points. ‘-X (“F ) \

1 L .F

(b) Draw the magnitude spectrum of v(¢). 6 points. - -‘: &% ‘Fmax

§/ozc+mm o'c X{Q) 5 [F)‘

r(f/rca‘f‘tol at OLFSC‘i'S
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(c) Draw the magnitude spectrum of y(f). 6 points. _
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(d) Using only a lowpass filter, bandpass filter, and a sampler, give a block diagram for
demodulation. 6 points. _F '?
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UNIVERSITY OF TEXAS AT AUSTIN
Dept. of Electrical and Computer Engineering

Date: December 5, 2001

Name:

Course: EE 345S

e The exam will last 75 minutes.

First

e Open textbooks, open notes, and open lab reports.

e Calculators are allowed.

e You may use any standalone computer system, i.e., one that is not connected to a

network.

e All work should be performed on the quiz itself. If more space is needed, then use the

backs of the pages.

e Fully justify your answers.

‘ Problem ‘ Point Value ‘ Your Score ‘

Topic ‘

1 30 True/False Questions
2 20 PAM & QAM

3 20 Pulse Shaping

4 15 ADSL Modems

) 15 Potpourri




Problem 2.1 True/False Questions. 30 points.

Please determine whether the following claims are true or false and support each an-
swer with a brief justification. If you put a true/false answer without any justification,
then you will get 0 points for that part.

(a)

(b)

()

The receiver (demodulator) design for digital communications is always more compli-
cated than the transmitter (modulator) design.

Pulse shaping filters are designed to contain the spectrum of a digital communica-
tion signal. They will introduce ISI except that we sample at certain particular time
instances.

The eye diagram does not tell you anything about intersymbol interference but only
tells you how noisy or how clean the channel is.

QAM is more popular than PAM because it is easier to build a QAM receiver than a
PAM receiver.

It is less accurate to use a DSP to realize in-phase/quadrature (I/Q) modulation and
demodulation than to use an analog I/QQ modulator and demodulator due to the quan-
tization errors.

A low-cost DSP cannot be used for doing in-phase/quadrature (I/Q) modulation and
demodulation for high carrier frequency (e.g., 100 MHz) since it does not have enough
MIPS to implement it.

PAM and QAM will have the same bit-error-rate (BER) performance given the same
signal-to-noise ratio (SNR).

Digital communication systems are better than analog communication systems since
digital communication systems are more reliable and more immune to noise and inter-
ference.

FM and Spread Spectrum communications are examples of wideband communications.
The excess frequency makes transmission more resistant to degradation by the channel.

Analog PAM generally requires channel equalization.



Problem 2.2 PAM and QAM. 20 points.

Q
o1 00
[ ]
2d
00 O#ﬁ 10 11
° 2d
10 1
QAM -4 PAM-4

Figure 1: PAM-4 and QAM-4 (QPSK) constellation

Assume that the noise is additive white Gaussian noise with variance o2 in both the

in-phase and quadrature components.
Assuming that 0’s and 1’s appear with equal probability.
The symbol error probability formula for PAM-4 is

3 d
r=30(5)

(a) Derive the symbol error probability formula for QAM-4 (also known as QPSK) shown
in Figure 1. 10 points.



(b) Please accurately calculate the power of the QPSK signal given d. Please compare the
power difference of PAM-4 and QAM-4 for the same d. 5 points.

(c) Are the bit assignments for the PAM or QAM optimal in Figure 17 If not, then
please suggest another assignment scheme to achieve lower bit error rate given the
same scenario, i.e., the same SNR. The optimal bit assignment is commonly referred
to as Gray coding. 5 points.



Problem 2.3 Pulse Shaping. 20 points.
Consider doing pulse shaping for a 2-PAM signal also known as BPSK signal. Assume
the pulse shaping filter has 24 coefficients {hy, ..., hss} and the oversampling rate is 4.

(a) Draw a block diagram of a filter bank scheme to implement the pulse shaping. Please
also specify the number of the filters in the filter bank and express the coefficients of
each filter in terms of hy, ..., hoz. D points.

(b) Evaluate the number of MACs and the amount of RAM space required to accomplish
the pulse shaping via the approach in (a). 5 points.



(c) Since the data symbols coming into the filters in (a) are 1’s or -1’s (BPSK) and the
filter coefficients are fixed, the pulse shaping filter can be implemented via a lookup
table approach on a DSP (similar to the implementation of sine and cosine signals).
Please describe one way of implementing the lookup table approach, including how to
build the lookup table. 5 points.

(d) If a bit shift operation and a MAC instruction each takes one instruction cycle (omitting
the data move instructions), how many instructions and how much RAM space are
required to implement the pulse shaping via the lookup table approach. Please compare
the results with those in (b). 5 points.



Problem 2.4 ADSL Modems. 15 points.

(a) What does the fast Fourier transform implement? 2 points.

(b) Estimate the number of multiply-accumulates per second for the upstream and down-
stream fast Fourier transform. 4 points.

(c) Before each symbol is transmitted, a cyclic prefix is transmitted. 3 points.

1. How is the cyclic prefix chosen?

2. Give two reasons why a cyclic prefix is used.

(d) Compare discrete multitone (DMT) modulation, such as the ADSL standards, with
orthogonal frequency division multiplexing (OFDM), such as for the physical layer of
the IEEE 802.11a wireless local area network standard.

1. Give three similarities between DM'T and OFDM. 3 points.

2. Give three differences between DMT and OFDM. 3 points.



Problem 2.5 Potpourri. 15 points.

(a) You are evaluating two DSP processors, the TT TMS320C6200 and the TT TMS320C30,
for use in a high-end laser printer that has to process 40 MB/s. Which of the two
processors would you choose? Give at least three reasons to support your choice. 6
points.

(b) You are designing an A/D converter to produce audio sampled at 96 kHz with 24 bits
per sample. When an analog sinusoid is input to the A/D converter, the converter
should produce one sinusoid at the right frequency and no harmonics. The converter
should give true 24 bits of precision at low frequencies, but can give lower resolution
at higher frequencies. Draw a block diagram of the A/D converter you would design.
9 points.
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Problem 2.1 Phase Modulation. 15 points.
Phase modulation at a carrier frequency f, of a causal message signal m(t) is defined as

Sy ()= A cos(2 7T f. t+2 Tk, m(1))

Frequency modulation is defined as
Spy ()= A cos(z f. t+2 7k, [m(A) dAj
0

(a) Show that one can use a frequency modulator to generate a phase modulated signal using
the block diagram below. Give k), in terms of frequency modulation parameters. 5 points.

d | Frequency
dt | Modulator

(b) Give a version of Carson’s rule for the transmission bandwidth of phase modulation. You
do not have to derive it. 10 points.



Problem 2.2 Equalizer Design. 15 points.
You are given a discretized communication channel defined by the following sampled
impulse response with a representing a real number:

h[n] = d[n] -2 a d[n-1] + a* d[n-2]

(a) For this channel, what would you propose to do at the transmitter to prevent intersymbol
interference? 5 points.

(b) Find the transfer function of the discretized channel. 5 points.

(c) For this channel, design a stable linear time-invariant equalizer for the receiver so that the
impulse response of the cascade of the discretized channel and equalizer yields a delayed
impulse. Please state any assumptions on the value of a. 5 points.



Problem 2.3 8-QAM. 30 points.

This problem asks you to compare the two different 8-QAM constellations below.

(1) Assume that the channel noise is additive white Gaussian noise with variance o’ in
both the in-phase and quadrature components.

(i1) Assume that O's and 1's occur with equal probability.

(ii1) Assume that the symbol period T is equal to 1.

Q ° 1 Q
Q Q Q Q Q Q
2d I 2d
Q Q Q Q (@) Q Q
4—> 4—>
2d 2d o

(a) Compute the average power for each 8-QAM constellation. 5 points.

(b) Compute the formula for probability of symbol error for each 8-QAM in terms of the Q
function. Draw the decision regions you are using on the above constellations. 15 points.

(c) Draw the optimal bit assignments for each symbol you would use for each of the
constellations above on the constellations directly. 5 points.

(d) How would you choose which 8-QAM constellation to use in a modem? 5 points.



Problem 2.4 ADSL Receivers. 20 points.

Downstream ADSL transmission uses a symbol length N of 512, a cyclic prefix v of 32

samples, and a sampling rate of 2.208 MHz. There are N/2 or 256 subchannels.

A downstream ADSL receiver for data transmission is shown below. The D/A converter has 16
bits of resolution. Use a word size of 16 bits for the analysis. The time-domain equalizer is a
32-tap FIR filter. Please calculate the computational complexity and memory usage of the each

function shown except for the receive filter and A/D converter. (From slide 18-8).

N real
samples

<« S/Plremove

-
[ J
[ J
[ J

-

cyclic
prefix

N/2 subchannels

N real

receive
filter
+

A/D

samples
P/Sl—| QAM |: invertl: N-FFT Je—
“% | demod [ [channel[s] and [
S . = e |remove| o
“—ldecoder[*—frequency[*—Imirrored| o
el data
equalizer —
Function Multiply- Compares | Words of
accumulates memory

Time domain equalizer

Remove cyclic prefix

Serial-to-parallel converter

Fast Fourier Transform

Remove mirrored data

Frequency domain equalizer

QAM decoder

Parallel-to-serial converter




Problem 2.5 Potpourri. 20 points.

Please determine whether the following claims are true or false and support each answer
with a brief justification. If you give a true or false answer without any justification, then you
will receive zero points for that answer.

(a) In a communication system design, digital communication should always be chosen over
analog communications because digital communication systems are more reliable and more
immune to noise and interference. 4 points.

(b) Digital QAM is more popular than Digital PAM because it is easier to build a Digital QAM
transmitter than a Digital PAM transmitter. 4 points.

(c) Pulse shaping filters are designed to contain the spectrum of a digital communication
signal. They are chosen to aid the receiver in locking onto the carrier frequency and phase.
4 points.

(d) IEEE 802.11a wireless LAN modems and ADSL/VDSL wireline modems employ
multicarrier modulation. 802.11a modems achieve higher bit rates than ADSL/VDSL
because 802.11a systems deliver the highest bits/s/Hz of transmission bandwidth. 4 points.

(e) FM radio uses excess frequency to make transmission more resistant to fading in wireless
channels. 4 points.
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Problem 2.1. Digital PAM Transmission. 15 points.

Shown below is a block diagram for baseband pulse amplitude modulation (PAM) transmission. The
system parameters include the following:

* M is the number of points in the constellation

* 2d is the constellation spacing in the PAM constellation.

* gr|m] is the pulse shape (i.e. the impulse response of the pulse shaping filter)
* N, is the length in symbols of the non-zero extent of the pulse shape

* fymis the symbol rate

Ay

(a) Give a formula using the appropriate system parameters for the bit rate being transmitted.
2 points.

(b) The leftmost block performs upsampling by L samples. What communication system parameter
does L represent? 2 points.

(c) Give a formula using the appropriate system parameters for the sampling rate for the D/A
converter. 3 points.

(d) Give a formula using the appropriate system parameters for the number of multiplication-
accumulation operations per second that would be required to compute the two leftmost blocks in
the above block diagram (i.e., the blocks before the D/A converter)

I. as shown in the block diagram? 4 points.

II. using a filter bank implementation? 4 points.



Problem 2.2 Equalizer Design. 15 points.
You are given a discretized communication channel defined by the following sampled impulse
response, where lal < 1:
hin]l = d"" uln-1]

(a) Give the transfer function of the channel. 2 points.

(b) Does the channel have a lowpass, highpass, bandpass, bandstop, allpass, or notch response?
2 points.

(c) Design a causal stable discrete-time filter to equalize the above channel for a single-carrier
communication system. 4 points.

(d) Does the channel equalizer you designed in part (c) have a lowpass, highpass, bandpass, bandstop,
allpass, or notch response? 2 points.

(e) Using your answer in part (c), give the impulse response of the equalized channel. 5 points.



Problem 2.3 8-PAM vs. an 8-QAM constellation. 40 points.

In this problem, assume that S—QAM Q

(1) the channel noise for both in-phase and quadrature
components is additive white Gaussian noise with
variance of 6° and mean of zero.

(i1) O's and 1's occur with equal probability. 2d
(iii) the symbol period T is equal to 1.

Please complete the comparison below of 8-PAM and
the version of 8-QAM shown on the right.

(a) Compute the average power for the 8-QAM constellation (6} (¢} (¢}
on the right. 5 points.

2d 2d

(b) Draw your decision regions on the 8-QAM constellation shown above. 5 points.

(c) Based on the decision regions in part (b), derive the formula for the probability of symbol error at
the sampled output of the matched filter for the 8-QAM constellation in terms of the Q function
and the SNR. 10 points.



(d) On the blank PAM constellation on the right, draw the 3-PAM
8-PAM constellation with spacing between adjacent -
constellation points of 2d. 5 points.

(e) Compute the average power for the 8-PAM constellation. 5 points.

(f) Derive the formula for the probability of symbol error at the sampled output of the matched filter
in the receiver for the 8-PAM constellation in terms of the Q function and the SNR. 5 points.

(g) Which constellation, the 8-PAM constellation on this page or the 8-QAM constellation on the

previous page, is better to use and why? 5 points.



Problem 2.4 Multicarrier Communications. 15 points.

Here are some of the system parameters for a standard-compliant ADSL transceiver:

¢ Transmission bandwidth Br=1.104 MHz

* Sampling rate fiampiing = 2.208 MHz

* Symbol rate fiymbot = 4 kHz (same symbol rate in both downstream and upstream directions)
*  Number of subcarriers: Ngownstream = 256 and Nypsiream = 32

e Cyclic prefix length is 1/16 of the symbol length

(a) What is the ratio of the computational complexity of the downstream fast Fourier transform to the
upstream fast Fourier transform in terms of real multiplication-accumulation (MAC) operations per
second? 4 points.

(b) During data transmission, what is the longest time domain equalizer that could be computed in real
time on the C6701 digital signal processing board you have been using in lab? 4 points.

(c) Which block in a multicarrier transceiver implements pulse shaping? What is the pulse shape?
4 points.

(d) Every 69" frame in an ADSL transmission is a synchronization frame. For use between
synchronization frames, describe in words a method for symbol synchronization. 3 points.



Problem 2.5 Potpourri. 15 points.

Please determine whether the following claims are true or false and support each answer with a
brief justification. If you give a true or false answer without any justification, then you will be
awarded zero points for that answer.

(a) In a modem, as much of the processing as possible in the baseband transceiver should be
performed in the digital, discrete-time domain because digital communications is more reliable and
more immune to noise and interference than is analog communications. 3 points.

(b) Pulse shaping filters are designed to contain the spectrum of a transmitted signal in a
communication system. In a communication system, the pulse shape should be zero at non-zero
integer multiples of the symbol duration and have its maximum value at the origin. 3 points.

(c) Although wired and wireless channels have impulse responses of infinite duration, each can be
modeled as an FIR filter. Wired channel impulse responses do not change over time, whereas
wireless channel impulse responses change over time. 3 points.

(d) A receiver in a digital communication system employs a variety of adaptive subsystems, including
automatic gain control, carrier recovery, and timing recovery. A transmitter in a digital
communication system does not employ any adaptive systems. 3 points.

(e) All consumer modems for high-speed Internet access (i.e. capable of bit rates at or above 1 Mbps)
employ multicarrier modulation. 3 points.
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Problem 2.1. Digital PAM Transmission. 28 points.

Shown below is a block diagram for baseband digital pulse amplitude modulation (PAM)
transmission. The system parameters (in alphabetical order) include the following:

* 2d is the constellation spacing in the PAM constellation.

* fym1s the symbol rate.

* gr|m] is the pulse shape (i.e. the impulse response of the pulse shaping filter).
e L is the upsampling factor, a.k.a. the oversampling ratio

* M is the number of points in the constellation, where M = 2.

* N, is the length in symbols of the non-zero extent of the pulse shape.

Ay

(a) What does ay represent? Give a formula using the appropriate system parameters for the values
that a; could take. 3 points

(b) What communication system parameter does the upsampling factor L represent? 3 points.

(c) Give a formula for the data rate in bits per second of the transmitter. 4 points.

(d) Give formulas using the appropriate system parameters for the implementation complexity
measures in the table below that would be required to compute the two leftmost blocks in the
above block diagram (i.e., the blocks before the D/A converter). 18 points.

Multiplication-accumulation | Memory Usage in Words | Memory Reads and
operations per second Writes in words/second

As shown
above
Using a
filter bank




Problem 2.2 Digital PAM Reception. 24 points

As in problem 2.1, shown below is a block diagram for baseband digital pulse amplitude modulation
(PAM) transmission. The system parameters (in alphabetical order) include the following:

* 2d is the constellation spacing in the PAM constellation.

* fym1s the symbol rate.

e gr|m] is the pulse shape (i.e. the impulse response of the pulse shaping filter).
e L is the upsampling factor, a.k.a. the oversampling ratio

* M is the number of points in the constellation, where M = 2.

* N, is the length in symbols of the non-zero extent of the pulse shape.

Ay

Here is a block diagram for baseband digital PAM reception:

a
b | © 5

— (a)

The blocks in the baseband digital PAM receiver are analogous to the blocks in the digital baseband
PAM transmitter. The hat above the a; term in the receiver means an estimate of gy in the transmitter.
Assume that the channel only consists of additive white Gaussian noise. Assume synchronization.

Please describe in words each of the missing blocks (a)-(c) and how to choose the parameters (e.g.
filter coefficients) for each block. Each part is worth 8 points.

(a)

(b)

(©)



Problem 2.3 Equalizer Design. 24 points.

Consider a discrete-time baseband model of a communication channel that consists of a linear time-
invariant finite impulse response (FIR) filter with impulse response /[n] plus additive white Gaussian
noise w[n] with zero mean, as shown below:

yln]

cln] +—»

Equalizer

During modem training, the transmitter transmits a short training signal that is a pseudo-noise
sequence of length seven that is known to the receiver. The bit patternis 1 1 1 0 1 0 0. The bits are
encoded using 2-level pulse amplitude modulation (but without pulse shaping) so that

* for x[n] equal to the sequence 1, 1, 1, -1, 1, -1, -1,
* the channel output r[n] is equal to the sequence 0.982, 2.04, 2.02, -0.009, 0.040, -2.03, -0.891.

(a) Assuming that h[n] has two non-zero coefficients, i.e. £[0] and Ak[1], estimate their values to three
significant digits. 6 points.

(b) Using the result in (a), estimate the coefficients for a two-tap FIR filter c[n] to equalize the
channel. What value of the delay are you assuming? 6 points.

(c) Without changing the training sequence, describe an algorithm that the receiver can use to estimate
the true length of the FIR filter #[n]. You do not have to compute the length. 6 points.

(d) In a receiver, for a training sequence of 8000 samples and an FIR equalizer of 100 coefficients,
would you advocate using a least-squares equalizer design algorithm or an adaptive equalizer
design algorithm for real-time implementation on a DSP processor? Why? 6 points.



Problem 2.4 Potpourri. 24 points.

Please determine whether the following claims are true or false. If you believe the claim to be false,
then provide a counterexample. If you believe the claim to be true, then give supporting evidence
that may includes formulas and graphs as appropriate. If you give a true or false answer without any
justification, then you will be awarded zero points for that answer. If you answer by simply
rephrasing the claim, you will be awarded zero points for that answer.

(a) A common baseband model for wired and wireless channels is as an FIR filter plus additive white
Gaussian noise. 4 points.

(b) When a Gaussian random process is input to a linear time-invariant system, the output is also a
Gaussian random process where the mean is scaled by the DC response of the linear time-invariant
system and the variance is scaled by twice the bandwidth. 4 points.

(c) Frequency shift keying is another type of multicarrier modulation method in which one or more
subcarriers are “turned on” to represent the digital information being transmitted. The only use of
frequency shift keying in a consumer electronics product is in telephone touchtone dialing (i.e.
dual-tone multiple frequency signaling). 4 points.

(d) All modems in currently available consumer electronics products for very high-speed Internet
access (i.e. capable of bit rates at or above 5 Mbps) employ multicarrier modulation.
4 points.

(e) The TI TMS320C6713 digital signal processing board you have been using in lab can compute the
fast Fourier transform operation for downstream ADSL reception in real time using single-
precision floating-point arithmetic. 4 points.

(f) In ADSL, the pulse shape used in the transmitter is a square root raised cosine. 4 points.
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Problem 2.1. Baseband Digital PAM Transmission. 27 points.

Shown below is part of a baseband digital pulse amplitude modulation (PAM) transmitter. The system
parameters (in alphabetical order) include the following:

ag

—

2d is the constellation spacing in the PAM constellation.
/s is the sampling rate.
grlm] is the pulse shape (i.e. the impulse response of the pulse shaping filter).
L is the upsampling factor, a.k.a. the oversampling ratio

M is the number of points in the constellation, where M = 2.
N, is the length in symbol periods of the non-zero extent of the pulse shape.

1L

grlm]

A 4

D/A

A 4

A 4

Transmit |
Filter

(a) What does a; represent? Give a formula using the appropriate system parameters for the values
that a; could take. 3 points

(b) What communication system parameter does the upsampling factor L represent? 3 points.

(c) Give a formula for the bit rate in bits per second of the transmitter. 3 points.

(d) Give formulas using the appropriate system parameters for the implementation complexity
measures in the table below that would be required to compute the two leftmost blocks in the

above block diagram (i.e., the blocks before the D/A converter). 18 points.

Multiplication-accumulation
operations per second

Memory usage in words

Memory reads and
writes in words/second

As shown
above

Using a
filter bank




Problem 2.2 Baseband Digital PAM Reception. 27 points

As in problem 2.1, shown below is part of a baseband digital pulse amplitude modulation (PAM)
transmitter. The system parameters (in alphabetical order) include the following:

* 2dis the constellation spacing in the PAM constellation.

e fyis the sampling rate.

* gr|m] is the pulse shape (i.e. the impulse response of the pulse shaping filter).
* L is the upsampling factor, a.k.a. the oversampling ratio

* M is the number of points in the constellation, where M = 2.

* N, is the length in symbols of the non-zero extent of the pulse shape.

Last Four Blocks of the Digital PAM Transmitter

a .
k T L o gim] o D/A », Transmit
Filter
Channel Model
Additive white Gaussian noise.
First Four Blocks of the Digital PAM Receiver A
. a
| Receive oy (a) s (b)) —» (¢ Tk,

Filter

The hat above the a; term in the receiver means an estimate of gy in the transmitter.
Assume that the receiver is synchronized to the transmitter.

Each block in the baseband digital PAM receiver is analogous to one block in the digital baseband
PAM transmitter; e.g., the receive filter is analogous to the transmit filter.

Please describe in words each of the missing blocks (a)-(c) and how to choose the parameters (e.g.
filter coefficients) for each block. Each part is worth 9 points.

(a)

(b)

(©



Problem 2.3 QAM. 30 points.

This problem asks you to evaluate two different 12-QAM constellations. Assumptions follow:

(i) Each symbol is equally likely (iii) Perfect carrier frequency/phase recovery
(i1) Channel only consists of additive white (iv) Perfect symbol timing recovery
Gaussian noise with zero mean and (v) Constellation spacing of 2d
and variance 0” in both the in-phase (I) (vi) Symbol duration Ty, = 1

and quadrature (Q) components

Constellation #1 Constellation #2

Q

MI:.. ...IMI'°°°

(o]
(o]
[e
[e
e

2d 2d R —
2d  2d

(a) Compute the average signal power for each of the QAM constellations above. 6 points.

(b) Draw your decision regions on the 12-QAM constellations shown above. 6 points.

(c) Based on your decision regions in part (b), give a formula for the probability of symbol error at
the sampled output of the matched filter for each of the 12-QAM constellations in terms of the Q
function, i.e. Q(d/0). 12 points.

(d) Given the above assumptions and answers, which 12-QAM constellation would you choose?
6 points.



Problem 2.4 Equalizer Design. 16 points.

Consider a discrete-time baseband model of a communication system with transmitted signal x[n] and
received signal r[n]. The channel model is a linear time-invariant (LTI) finite impulse response (FIR)
filter with impulse response h[n] plus additive white Gaussian noise process with zero mean w[n]:

c[n] - >

During modem training, the transmitter transmits a short training signal that is a pseudo-noise
sequence of length seven that is known to the receiver. The bit patternis 1 1 1 0 1 0 0. The bits are
encoded using 2-level pulse amplitude modulation (but without pulse shaping) so that

e for x[n] equal to the sequence 1, 1, 1, -1, 1, -1, -1,
* r[n] is equal to the sequence 0.982, 2.04, 2.02, -0.009, 0.040, -2.03, -0.891, ....

(a) Assume that the equalizer is a two-tap LTI FIR filter. Compute an equalizer impulse response c[n]
for a transmission delay of zero. 7 points.

(b) In a receiver, for a training sequence of 8000 symbols and an FIR equalizer of 100 coefficients,
would you advocate using a least-squares equalizer design algorithm or an adaptive equalizer
design algorithm for real-time implementation on a digital signal processor? Why? 9 points.
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Problem 2.1 Baseband Digital PAM Transceiver in Discrete Time. 28 points.
a r

Transmitter w[m] Receiver

The system parameters (in alphabetical order) include the fellowing:

®  2d is the constellation spacing in the PAM constellation.
Joym 1s the symbol rate. »
g7[m] is the pulse shape (i.e. the impulse response of the pulse shaping ﬁlter).
J is the number of bits per symbol.
L is the number of samples per symbol duration.
N, is the length in symbols of the non-zero extent of the pulse shape.

The hat above the a, term in the receiver means an estimate of a, in the transmitter.
The only channel impaitment is additive Gaussian noise given by w[m].

Assume that the receiver is synchronized to the transmitter.

(a) What is the bit rate in bits per second? 4 points.

j,_Fng

(b) Draw a block diagram for a more efficient implementation of the cascade of the upsampler by L
for L =4 and the filter g7{m]. What is the loss (if any) in signal quality? What is the reductlon in
computational complexity in terms of multiplications per second? 9 poinis.

A/a 095 tn S'tjna\/ 74441/1'9

Po gf}ias& . J 3(_ [n l-———\ .
/f’../far Bank ' !; plqa;a ﬁ/.%e/‘ éﬂnk ovo,a(s

A3, [t W/,é/,./,caﬁon ég Z2r0,
" ?9z2 (] /  fedumcton h ""”’Y’“’L“ha‘"w/

-—{Jz5 17 | — coplonty by a Frcheof L.

(c) What operat1on is represented by the filtering block described by impulse response h[m]? Give a
formula for the best choice of #[m]. What measure of signal quality does it optmnze? 9 poznts

Motehed i1 7Le
hpulnl= Aol o
Op%mfze-s Pzak P [5—2- S/V/e aoZL Z%f- am(ﬁu‘f o'g an aé:wSa?o/e—r‘ Aj Z

(d) Describe a fast algorithm for the quantizer O[+] that does not involve any multlphcauons or
addltlons What is the computational complexity? 6 poinis.

N

- a—PAM - H4-PAM A  hse divefe ~a¢ﬂ/a@ﬂ§uer
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Problem 2.2. Signal Quality. 27 points.
Fig. 16.12 on page 380 of Software Receiver

. . . . @
Design is shown on the right with dashed lines 2
superimposed. The SNR is measured in the £ N
receiver at the decision device input. Error it n
. N X . % 1%
correction is not considered. 2 !
z B
o ISGIAM

(a) ‘What is the probability of symbol error for
4-QAM when no transmitted signal power
makes it to the receiver; i.e., the receiver
only receives noise (SNR = —o0 dB).

oint, ! z 15 3
6p 5 i : &NR indB.

kﬁd&r\/‘ﬁf woulo( be redueed 7o
roaglom yﬁesrzng L«//'CA 5/,-&/4/)/1 S—ﬂMéa [ hool been 'ﬁ‘mjm,%%

H-BA
fo = ‘-j’ = 0. 7‘5’

(b) From the plot on the right, estimate the probability of symbol error for 4 -QAM at an SNR of 0 dB.
An SNR of 0 dB indicates an equal amount of signal and noise power. 6 poinfs.
H-aAam

P w10 = 0.316

(c) Ata symbol error rate of 1072, please give the difference in SNR 2 A8 u&g Zhe ﬁéoviﬁ‘/ ot
1. Between 16-QAM and 4-QAM (addition of two blts/symbol) 3 points. ’
J6d0 = Zdp = BIB
2. Between 64-QAM to 16-QAM (addition of two bits/symbol). 3 points.
B — (b8 = GdB8
(d) A formula to convert the number of bits J in a symbol to SNR in dB is Co + C; J.

1. ‘Using the above plot, give values of Cyand C; in dB for QAM at symbol error rate of 102
3 points 25L-RAM ot /0"”’(,\6%.,,. ‘res A8 AB,

G = 4B C = 348/bit

2. Whatis C; for PAM‘7 Why the dlfference’) 6 pomts
C - 6 O(B/AZ ‘7@/;\ Qumm%ZﬁZ/on Zeaw}‘*(\a
5CVIC& /)A/V\ rsn f‘ aS &'va{,csz a,fz;’/\ 7.%2 S/camm |
S &/‘M/\ more I/Jower\ IS O&M 74/\ /0/4/}’\ %> j.enp( A

aﬂ bi’b}’ Nf# Samre igf\ozaé /-@ 'ﬁ«ﬁy,né«'-»/emr

Sare Aum ber
/DA\AA S, )no«(]S " S’an& {(‘m)m,r)zm

OAM con fesit T

fao«xzf/"‘" OZ'M‘




Problem 2.3. Automatic Gain Control. 27 points. / ' c(?)

Part of a 256-PAM receiver is shown on the right. AGC <

The. analog multiplier computes 7(¢) = c(¥) r1(?).

The analog/digital (A/D) converter outputs a signed ' r1(?) AD r [m] _

two’s complement 8-bit integer (i.e: 256 levels).

The automatic gain control (AGC) block outputs the
gain ¢(f) to be used in the analog multiplier:

« If the gain ¢(7) is zero, all of the'A/D output values will be 0.

+ Ifthe gain c(f) is infinite, all of the A/D output values will be either the most positive value (127) or
the most negative value (-128).

The AGC block computes how.-frequently A/D output values 127, 0, and -128 occur, denoted as fi27, /o,
and f.25, respectively. N

Assume that the PAM symbol amplitudes are equally likely to occur.

(a) Develop a formula for the AGC output c(f) based on the values of f127, /o, and f128. This formula
could be used to adapt c(f) over time in order to maximize the number of the 256-PAM symbol

amplitudes uniquely represented in future A/D output values. /8 points.
.J.-ﬁ Zhe 9Qm (,(i’) /s Joo /ow (]Co on /Y 52- A’EA
T L the 3am clt) /s o A A/ an ol {’i&g &/17/é£— /gA

L{/JL_CM V\oalwfé— 'LL/VZ Jam as v‘“‘ﬁh as C’—W’Ja Sa/?a/l?- 7Lﬂ/<¢f’\ Aé A/O

clt) = (/—;L 24 - ran _/33> e (-7 ) where T = s
SOLM'TL?o-'\ '#;2 . . . A _
'Ea'z . —183 '

Samg C//\.LCK Sblu'j)o‘\f‘ ‘éé Subsﬁ%ﬁg //)1'7l7a[ l/a/t/d"-f

(b) For your formula i in (a), what are the 1mt1a1 Values fi27, fo, and f-12? Hint: None is mmally Zero. -
9 points. .
/455MM i’/\a a// om‘fu*f' ua/we) O"f: J’/\KL A’/O Qre.

%5%0‘/‘9 //kej. TZ? 47‘4 VG/M;S ar e

N e
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Problem 2.4. Potpourri. 18 points.

Please determine whether the following claims are true or false. If you believe the claim to be false,
then provide a counterexample. If you believe the claim to be true, then give supporting evidence
that may include formulas and graphs as.appropriate. If you give a true or false answer without any
justification, then you will be awarded zero points for that answer. If you answer by simply
rephrasing the claim, you will be awarded zero points for that answer.

(a) For a-digital communications system, assuming that a channel equalizer is needed, the least
squares channel equalizer should always be used instead of an adaptive. channel equalizer.

- 6 points. FALSE- | j/ ) E
Zaas'{ Seé/uuoq-&s' Eﬁuwgﬂ'&e«:’ ‘ A‘Ao\f V %/u,a ;Q_/ +

C e comia'f?cﬂ /na'/‘r‘/)( ) ] (’oﬂ)ﬂu';zt.\ F—Zﬁ /7LQ(\ ou'fw
o o MP -FMZ&CA zLﬁnnmé S%Woe_t/

[/((Qa(mks FPER Zoedfrients

fes matrix nvesse ond matTy
vector aoldlS S‘nmlﬁ)a le's

€ C L
(91Y
/bﬂ'?’bﬂj ("0\( AL | E'MA )

/)w/-fvf ‘ usin
s Gives best avera ) ‘b"*au 22~ . /,;M/,a5 CAaxm—e/e clum(yaj
oo ST | ¢ TS
© K&jwlr—?»? /oﬁ'f\n ,ni' . W\brk—s in e, /’°'/7 o~ Tlod

(b) In communication channel, ad itive noise is a Gaussian random process with constant mean and
constant variance. ‘6 points.

Due 2o many m«:tzpznaéeni- noise Sources add, 7%36'{%.2(*
the /ﬁSu/ZL Zeads Fowsrd a Gaussian dl‘sﬁhéaﬁmm
| Sy the Central Lom? /5%
Fa/'se_. Gau”mn roadem protass maAzls f//\grmxj noXe
. in e 9757L€M/ cwhich chon Ve afez tui FA Wmﬁhpe

ﬂ ) D,H\,af ﬂiS?Lf’/Dv’/?OhS'mo/d. o'f‘/\Lr naz‘}e _stz_,a:/ -2,9

oW/lﬂ’e Commur a how gﬁ—ﬁm&
"(c) In his guest lecture, Prof. Andrews claimed that ﬁe best way to meet the exponen‘ua increase in

mobile data traffic is to increase the transmission power of tower-mounted traditional wireless base
statlons 6 poznts ) ‘

/‘a [se. Smo»//er <e_//$ [ﬂemz%ce,//s dno{p,toc&//.s
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The University of Texas at Austin
Dept. of Electrical and Computer Engineering
Midterm #2
Prof. Brian L. Evans

Date: May 4, 2012 Course: EE 4458

Name: 5’6 f SD /u Zg o )

Last, / First

The exam is scheduled to last 50 minutes.

Open books and open notes. You may refer to your homework assignments and the
homework solution sets. You may not share materials with other students.

Calculators are allowed.

You may use any stand-alone computer system, i.e. one that is not connected to a
network. Disable all wireless access from your stand-alone computer system.

Please turn off all cell phones, pagers, and personal digital assistants (PDAs).

All work should be performed on the quiz itself. If more space is needed, then use the
backs of the pages.

Fully justify your answers unless instructed otherwise. When justifying your answers,
you may refer to the Johnson, Sethares & Klein textbook, the Welch, Wright and Morrow
lab book, course reader, and course handouts. Please be sure to reference the page/slide
number and quote the particular content you are using in your justification.

Problem | Point Value | Your score . Topic
1 27 Quadrature Amplitude Modulation
2 .27 Channel Estimation
3 27 . Pulse. Amplitude Modulation Receiver
4 19 Noise Shaping
Total 100 ' :




Problem 2.1 Quadrature Amplitude Modulation (QAM). 27 points. , ‘

A 4-level QAM constellation is shown on the right. ol 4 Q ol

Assume that the symbol time is 1s. Tﬁ = | 1

Assume that the energy in the pulse shape is 1. m ® d ®

(a) On the 4-QAM constellation on the right, please specify an ] JL | -
< ‘ } >

encoding for each level that minimizes the number of bit errors
when a symbol error occurs. 6 points. GNL? co 0(4@2 —

d
(b) Compute the average and peak transmitted powe. 3 points. @ 4+ @ X L
Totel Power i a?cla'fgo(a/'éz{ PLALB = $4 i v |6 |
“'Bi%" = Rdd &

/4\/3’"““ 2- pPove 3

f calk vy R &
(c) Draw decision regions at the receiver on the above constellation. 6 points. T exes andd R awns.

(d) Based on your decision regions in (c) give the fastest algorithm possible to decode/quantize the
estimated symbol amplitude in the receiver into a symbol of bits. 6 points. ,\ 1

ng,\lool sg bi"S )’mS X 2)‘25’5 g@w{, . S}v)ﬂ\éo/ sw}o/l/‘uaﬁb {esﬁy;w;‘eg{) qn +J
T8 (G, >2) g =0 else g =|

T¢ (by>0) d,= 1 else S=0

‘7—(;10 can\loew"’sons uscné duwde ~a4¢(v’cua§w SML‘egé .

(e) Based on the decision regions in (c), give a formula for the probability of symbol error. 6 points.

Pased oa QAM dronsmitier fectue slhdeS j$13 nd /5-—/5/7
4-aAm dacrs i on regiens ere '73/‘5" 3’ QRAM r\egténs (z«b_ﬁ“frij}mﬁf
rcgloﬁs that- cre neZ" €0[g,z$ ) s

p(e) = (- a(d))” i
Pl) = /f-‘-@)[a /"”(/"*&(ﬂl )Q:Q&(%)*&(a)




Problem 2.2. Channel Estimation. 27 points. S[m] r[ m]

A sparse communication channel is modeled — b [m ]
as a linear time-invariant (LTI) finite impulse
response (FIR) comb filter b[m] plus additive
white Gaussian noise w[m].

trrt="1T08[m=7T where A>1 b[{”] = S[’nj + S[I%“?A] W[m]
R

w[m] has zero mean and variance &

(a) Give an equation in the discrete-time domain for the received signal r[m] for the transmitted signal
s[m] and the channel model. 6 points. | b T ]

[w)= sLm}# bLn3  wlw] S

()= slmT + slm-0] + win] o A ™M

(b) Give a training signal s[m] that would endble accurate estimation of A for A > 1. How would you
determine the length of the training signal? 6 points.

Use « /oné ﬂ?axrmca/“"/eng/% /ﬁ}wl/a’/zm:se, 5&34&@/1& f“ar
%}\a 'Z.Cmmmg_ 5': nal s Lmj /i/ Se€fuenceS are f‘chuﬁf %>
/\cﬁ 52/&:@,‘7‘7\/& c}'lﬁ(\ﬂe/es aadl Zo add, h've. a’IED/S‘E
e P

Segurnce. weould have u'a/ue.s oﬁ +[ or —l L;,u, LTl
(c) Usmc your answer 111 (b), give an algorithm in the receiver to estimate A. 6 points ﬁ
SQ'ZMMLCS' i

In the r«_e,\m\) we would Corvrelaie Zhe e o e
rece Ned Sd()na( rIm] c\ﬁ)amsf e Lrarriinc bd‘f‘?&“ f‘i‘:;/ i"b )f .
Sephuence. T o p=afes Should Fese/# o ,O/]/ /243 Can-be
M=o ond at M= 4. ! " /é'b-f Z%&ﬂ QM&

(d) Give a formula for the impulse response or transfer function of a channel equahzer in the teceiver OF
to compensate for the frequency selectivity of the channel. You may 10nore 'the noise. 9 pomls 9 %C(‘

b[mj Dl + 8[2 A}/L A 2eres @ﬂ J l ﬁﬂn A
@(%) S | He unt cirele o
Eg walize- Ll e G(é) R
M/e_ Lot use G(2)= ﬁ(’a-) ccause

je .

. D poles on um'z— e:’,nr\a .
_é(%) W%UM have- f g B poles e cth
let G(2)= N radus (0 75>

|+ 0.95 2 - A
 Cas€ade - _(’, Ble). aM{ GlE) 3:\/25 LT ijSr/emoj@M N
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Problem 2.3. Pulse Amplitude Modulation (PAM) Receiver. 27 points.

For a discrete-time baseband PAM receiver
Whgn the chgnnel is modeled as additive >
white Gaussian noise, the first two blocks are:

r[m]

r[m] 1s the discrete-time received signal. =
i . . . /«I,Q Peowsns Wr/gﬂr‘ |
glm] is the pulse shape used in the transmitter. il fe e

Ny is the number of symbol periods in the pulse shape.
Jsym 18 the symbol rate. ‘

° | []-Aq" Wg=m |
Note that v[m] =h[m] * r[m] and y[n] =v[L n] Qams HEM) = 9 |
(a) Give a formula for the causal impulse response h[m] that maximizes a measure of signal- to-noise 1

ratio at y[n]. 6 points.
ﬂt?az‘:[:}hea( }r)H/;(r‘ l‘\[m} %Q[L mj whare %6/79 M@/M “faw@akecwwf

(b) How many multiplication-accumulation operations per second are needed for the two blocks

above? 6 points. .
/“o-" on FI—/Q JC;N'QP ‘piﬂ/ﬁ Coec FFR:.UﬁS Zﬂ/g //7“/75)0/642'75@0 *ﬂ—cdwﬂ’vwzwﬁ 6 (/”46)

spesahons are- needed foreach ontput S«m;p/t-a Cﬁzg (L ’UQ S(Z- 33m>

The above cascade can be efficiently implemented as a polyphase filter bank as follows:

r[Ln]

74'/ HIn+1]

y[n] -
N rs ngéo/ /”dzxa

M is san\/a/é- ma‘/e%,,

r [m]

r[LnJr(L 1)]

(c) Give a formula of /ig[n] in terms of A[x]. Hint: Compare y[N,] for the direct form with Y[N,] of the
polyphase filter bank. 6 points. ‘ _ _ _
Fnom M Ferm #a’) I’Yv:é,ws iz/e 103 ‘j_é En _ h [Lﬂj ‘f:er "~ D/ \/ 7 I\./:} ’
yli}= vLl=loJeltl# KOT wli-1 T4 e W-13 eli) 4 b [L] #le]
(d) How many multiplication-accumulation operations per second are needed to implement the above
polyphase filter bank? 9 points.

£ilters with My cocdbreren?s aach. EXecutes a? Sjméo/r«-y?"a.

J
fYIACs/s' 2 Ly fs
Cemﬁn“ﬁenﬂ/ Scw. saover dr}'ecf/%),o/émen'fﬂﬁ'm éj a f)[;.(;/-o» of L




Problem 2.4. Noise Shaping. 19 points.
Here is a block diagram of a noise-shaping feedback coder used in data conversion.

k%p/aae

> b[m] V[’".],:_Jj—k—[f;

quantizer .
gu@’l'f?‘m(
Lo oth wilmT b In]
S -~ blm
\/[ml@ s
e[m] -

h{m] is the impulse response of a linear time-invariant (LTI) finite impulse response (FIR) filter.

v[m]

This problem asks ybu to analyze the noise shaping.

() Replace the quantizer with an additive noise sourte w[m], i.e. b[m] = v[m] + w[m], and derive the
transfer function in the frequency domain from the noise source w[m] to the output b[m]. Assume

that the input x[m] is zero. 10 points. S w [, m] = o.

bml= vim] + wlm] | B(w)zf\7(£a3f'W{w>
VInl=%Ead = hlm) sk elm] 7l = — Hw) WNk)

L~
LV~

AN

efm]: W[m] 4/ \l[/ PR T,
. . , - , . ) W
= Z= A B =~ HWe) + Wiw)
LW fl) &= pla=(1-HEWE)
(b) If the frequency selectivity of h[m], were lowpass, what is the frequency selectivity of the noise
transfer function? Sketch example frequency responses for both to help justify your answers.

9 points.
) | HeS)
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The University of Texas at Austin
Dept. of Electrical and Computer Engineering .-
Midterm #2

Prof. Brian L. Evans

Date: December 7, 2012 Course: EE 4458
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s

/ < amn
Last, / First

The exam is scheduled to last 50 minutes.

Open books and open notes. You may refer to your homework assignments and the
homework solution sets. You may not share materials with other students.

Calculators are allowed.

You may use any standalone computer system, i.e. one that is not connected to a network.
Disable all wireless access from your standalone computer system.

Please turn off all cell phones and other personal communication devices.

- All work should be performed on the quiz itself. If more space is needed, then use the

backs of the pages.

Fully justify your answers unless instructed otherwise. When justifying your answers, |

you may refer to the Johnson, Sethares & Klein textbook, the Welch, Wright and Morrow
lab book, course reader, and course handouts. Please be sure to reference the page/slide
number and quote the particular content you are using in your justification.

w®
-

~ Problem | Point Value | Your score Topic
1 30 Quadrature Amplitude Modulation
2 23 Channel Equalization
3 27 Analog-to-Digital Conversion
4 20 Potpourri

Total 100




Problem 2.1 Quadrature Amplitude Modulation (QAM). 30 points.

An 8-level QAM constellation is shown on the right. -
Toym is the symbol time - SR - o R S
2 I

Energy in the pulse shape is 1.

(a) Draw decision regions at the receiver on the above
constellation. 6 points. L aad QU axis are boundantes also.

(b) Based on the decision regions in (b), give a formula for the probability of 2d 2d

symbol error. 6 points.
Twe decision regron 'fyp?-fg Four ave corners dnd Four are

edge rega;wﬁ; but net corners. Eg'}‘f total ?Qgriiﬂs ¢ a
! — ’ Lf: - _ﬁi, -
pled = 2 (i - &(‘%J%J\(t ~2a(HT,. ) + ‘?("D(wx"ﬁm»
4 r——-l 3 &
P(e) = |- P le) = %Q(? jgg»} - 5& (?:(7 ij;;)r)
(c) When increasing the value of d, does each of the following increase, decrease or stay the same?

Why? 9 points. . .
&(%) S a Meno""omia/g afecreczs;rg '7Q\Ac+'on 1‘;“" X.

probability of symbolerror? 4 o | Ple) becawse 1d causes
hereas€ in wsumtni’ of R funehon.
symbol raﬁe? There is no ﬂ{ﬁfen Adence -K» Zhe S 90\50/ ' rdk 0‘0‘. ()/ .
Sg%bo' cate S‘i‘a,gj the Same. - ;
implementation complexity/cost in transmitter ‘ "Thereasin & A inereases the
Average ""*,”( [ﬁzak troansm: Pew’r, which ihcreaseS coS 2 en power
(d) When incregsing the value of Tgym, does each of the following increase, decrease or stay.th? same? Wr)p/r /4‘€“r—
Why? 9 points. because iZ has 1o
0’_01““4'2‘ in a lnear

l‘%ion over A /“f(je/-

probability of symbol error? ? Ts g \L P[ e) Lec;ude,

— ) -

s CauseS nerease n arqument g)' 41, A ;
T la?m _ 3 ° & _ chon VO/'?L“Q& r\tméj.e‘
symbolrate? Decreases [pfz_caub'@- 7{. {

g T —— .
A
implementation complexity/cost in transmitter 7[
causesS elecrease in -§2m)

—— ~ '/—-
Decreases. Lncrease i '[S‘Z)""

which causes & decrease i1n Zhe .S‘mr?ﬁ/md; rate i~ the
D/A convecler. There ore fewer MACs per Secend)

as well.
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Problem 2.2. Channel Equalization. 23 poinis.

In the discrete-time system on the right, the
equalizer operates at the sampling rate. T
Training

Equalizer has two real-valued coefficients, s
and the first one is fixed to be one: Sequence K
wlk] = 8[k] + w1 8[k-1] Impuise Ideal Channel

_  Respense Recelver
You may ignore the noise signal 7.

py PPTTTYSETEEE LT ;

generdies 4

(a) During training, derive the update x

equation for wi to implement an
adaptive least mean squares equalizer. 15 points.

W [ki1] = W, K] — e 2 Towmsle]

W)
IMS IK] = -:QL ea[k']

elk] = r[k] - 5[]

wl < W‘ [‘k’]

and sTel= g x[k-s]
Flk] = g[g]#- ‘WJKJéL«’%J

w k] = Wikl = M e [x] %[kqj

(b) What values of A and g would you use? Why? 4 points.
A s the Troasmission o/&/a.a ‘Z’Arcuéh Zhe eﬁqw//2€/¢/;ﬁﬂ/)a/
and (s ﬁa%ween & and eﬁu_a/lz,-er /a.q h - / rhelusive Lei‘A .

2 XY {'}t—e. Qozu’) @“p !:Ae, -eﬁum/n.ef/ cAﬁmnc/ Le/ﬁng 3:/ _S,h}g/;*f;-e:g
(c) What value of mu would you advocate? Why? 4 points. )
| , . | the complexity of the adaphve

. L . upa[m,""e "eilbt.‘z'f’?\bﬂ (2.40( a//aw_S'
Jo minimize ZAe o5 jechve exaet recosey Ve #‘MJMI#&%

,,C;M,-ho.z} ,_Ms fkl /(,g>0 §ijn0~/ w.vL/\W“" },lenc) s
For stebility, 0 </A< E multply by 3

We wan? L trs be Sma// C/Lmyé R -
Mo '7" yad O\/e"sﬁbo r .é)‘&l— /af\ﬂe —640012/1 ‘Zio CO/IV‘QPQ& o Qﬁpe@(
answee //‘ ~7C<wu" //'“ef*a‘/"bn.f (a//'llc,/! rediic€S Ceﬁ)a/ex,i‘é)‘

Jrom homews /< pre b/em 71&/ /L(: 0-0ol. M=0.01 s also okag,




Problem 2.3. Analog-to-Digital Conversion. 27 points.

For an analog-to-digital converter running at sampling rate of f; and quantizing to B bits, here is a
block diagram of a sigma-delta modulation implementation of the A/D: -

dither

The internal clock runs at M f;. o 04/9 W%u 5.74,\«22 W |

(a) How would you efficiently generate an unsigned two-bit dither signal with a triangular probability Avoe
density function? 6 points. W
dither = P+ Pa where p and py are /ha/cla-exzdanz‘ J-bi#
pgzudo»—na,‘se seguences w:;/; very /oné PQn‘ag{.S“ Adalaané fo
m de,oen dea? rondom var sbles ')/;‘e/d$‘ dqe ;Hm?_" iS5 a Conve [thon o-ﬂ

(b) For analyzing noise shaping, we can replace the quantizer'with an additive noise source n[m]. A Fwo
What is the noise transfer function from n[m] to b[m]? Please set the dither signal and x[m] to

Zero. ?poz'm‘s. | n [m] Pz = '\7‘(%) + N [—Z) | Pd{& ’0[
»—b[—ml | V(Z-\':(B(l’) ‘V{%)) z_-i(_i‘) ; | and ,oav
= =Nz B(z)

B = ~N@ e+ M2y = im ~ 17 2
(c) The output stage contains a finite impulse response (FIR) filter and a downsampler by M. Ifthe

internal quantizer gives 5 bits (signed) and if the A/D converter output is 12 bits (signed), how
many 4-bit FIR coefficients (signed) are there for the following cases so that there is no loss of |

precision? 12points. %, siineol mulpphicats of  52b,3 and a H-bi 2
/nu/‘ft)o//"ccmﬂ(s) i’he result /S 3 b,’fs [Sr*j,qep[)‘ :
Direct implementation of the FIR filter (without inclusion of downsampler effects)
¥ AAdmg Two S-b.# 5,;,,,“( valnes gives o -4, # sijne/,/ﬁ/wa wors? case,
9 = }é’ Vﬁrddlng Fus ‘7/6:'2’ﬁ5ne;/vm/utc¢5 Jives a /e 5‘9/.,3% valve i '

Polyphase filter bank implementation of cascade of FIR filter and downsampler | ;, s 57 c2S5€ ¢ o o
/(b M ﬂ /elaf hase 'F?/?Let‘ éﬁf'k o uld /mi/‘e.. Mﬁ"’é{’h‘”‘e’ FIK 'J¢/?L€r:S.,
Euoch filter can be I 1=/¢ Coeflieents /maq ,

N



Problem 2.4. Potpourri. 20 points.

Shown below are five common impairments in communication systems. For each impairment:
o Give the name of the receiver block or subsystem that would attempt to compensate it.

e Give the name of a design method for each block or subsystem and any assumptions made in the
design method

| (a) Additive noise. 4 points. /I")a%c,/; ep{ 7[:‘/74@‘«. /4 33umesS eise &S ge,mJ‘Sm"f)”
- /I;;{ f’éLIS‘Z SAQ/O‘Q 9 Z—mj uscal i/‘: ﬁanSm/Her) ma“f-c}lea'{
'Frh/'f“ef‘ /mS é\’hfu/,sa regponsSe. L&Pi_['m] = % gy[lvm‘] N
] &/AQ/\Q L s numl::—er o'ﬁ SW/&_S Per ngly\s/ zh./)—:g . ('3'512"0, 2,7“/9)
(b) Linear time-invariant distortion. 4 poins. Chann e/ e b e /'"Z er,
Nethed #/: Least Sguares eﬁuw//“Zer. (T5k',op, Q73 -35%.)
/ﬂa«f*hod #2 : /f)o(o\p%v’e- feas? mean S‘Swa/\eo/ c.jua/:"zer_
Aswmas FroasmiHer Sena(s 294"/»'/'49 57(711672/ Known ../)5 zL/e

E () Féding. 4 points. Aud"oma'h‘d ?al/; C@ﬂ'lzf‘o/. 4\ rete,\re(\
/)’)e-f'}-\ea{ #/ : Sc&uawe[ Aiffereqce ada\‘ﬂ*h\ﬁe. .e,/e,m,e,,‘Z‘ /j‘ng?)QQ)
/}']Q,“Hloa( #76:2 : M_Se Coun Fers a'?paccurence 0"? /A'/@ eu“fpu.“i‘

values f makinum integer, O, aa . mmimum mieqer cmaladqff'

(d) Carrier mismatch. 4 points. C.arm\ef recever2 ) ém’; _ (//)7,&[,4,% #’o'l
(/S& o laizase— /Oakeoé /oolo (S'SK/O.. aa&), ff;bm 'Fc\l( aoi[.‘)

/455 umeS 21//14-{— ﬁe_ coarvier “ﬁ‘(’/ﬁwag /‘C/?CQFC/L-% s aecurate.,
§.’7\01_” -ﬁ/‘\’,ﬁvleﬂ('.é 0//0'707&/{/70,63 are Braelces! a—f/oée’eﬁa Vm;hiﬁmj‘

(e) Symbol timing mismatch. 4 points. ) fmin 9 réce VQ‘"J.

Mmethool #/ 0 Diveetcol %mrnét recovery assumes e

Ccmki;\a‘#bﬂ h"p 'p-‘AISQ .s/wy—e.) C’LA&/’I’!&/ 0\,/2&?( /}‘2&’/7(646?/

ﬁ?&{*}wc’( #& : Use Fwe Smé/&e*ﬁo/& banﬁ(/msi 7[}/77er-9 "n |
Para/lﬁ, Funed fo w, + 0'§W53m and w, — O. gngm p{}Yo.ecﬁwag .
Use nen /uf-eam';La and Smoo#n,:g. See appradix M m readen,
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Problem 2.1. Channel Equalization. 30 points.

‘ . _ Channel
In the discrete-time system on the right, the X G

equalizer operates at the sampling rate.

- Equalizer
S K

A
Equalizer has real coefficients wy and wy: Training
r[k] = wo y[k] + wy y[k-1] sequence
You may ignore the noise signal n. Receiver [deal Channel :
For the adaptive least mean squares (LMS) generates %N
. .. S . A SN [ : Sy
equalizer, the objective function is Xy Z

1.
Jumslk] = 5€ [x]
During training, the update equation for w; for iteration & +1 is
wilk + 1] = wy [k] — pe[k] y[k — 1]

where p is the constant step size.

(a) Derive the update equation for wy for an adaptive LMS equalizer. 12 points.

e[x]) = clkl - slk) = W, ‘é[z]_{- w\g[y—r] - 3x[k—A]
W Iet1] = w,[k] —/;g%;_\):msfk]/

Wo=W,[Kk]

L 57 L= elx y[x]

dw, ~Lm$S

W, [kt = W, [K] - /,(efg] 3["}

(b) Prior to training, what initial values would you give wy and wy? Why? 6 points.

Iﬁt‘ia//é/ we can set Zhe eamul:lé(‘ Jo match the /‘/caj cAdnrl{/,
Tf A=06, Wo=9 asd wi =0 TF 8=, wo=0 and W, =q.

(c) Let the vector of equalizer coefficients be w = [wy wi]. Using the result from (a), write the update
in one equation in vector form. Please define any new vectors that you introduce. 6 points.

W L= WIKD < e [k] k]
W hece %[1«] :[ Léf#] é[/«l]]

(d) For an adaptive LMS equalizer with » coefficients, how many multiplications are needed per
training sample? 6 points.

Veai’ors W[k‘“], .J[K] Mo(g\[kj }\av(’- N entries.
EfKJ +akes n +1 mwl'/'-‘,a/rxca't.‘bns fb Co. MzL&,

/,(Q.[K] i’a/('e_s one m,u/ﬁ,o/rCabon_

.- s u/f.s.
] takes n rnu /%}e[zazég‘,,g_ Jodal Ant oL m

/ue[F] 3[I<



Problem 2.2 Quadrature Amplitude Modulation (QAM). 24 points.
Consider the two 32-QAM constellations below. Constellation spacing is 2d.

[
»

@0 000 e o
2

TQCOO@CCG

© e 00600 e o

9| 2d

A 4

|<_

2d

{ éw/a?

T <! - ~
@'O'.I‘ Povar

[ A R

Of| QT‘,.DIC

!
. — -

@ @

—ﬁéal paw

(a.+ 3+io+ 18+ R
236 + Ax34) dT =

Energy in pulse shape is 1. Symbol time Ty is 1s. /(’ 0 d?
Left Constellation Right Constellation

(a) Peak power S6d” 53A% 34 d*

(b) Average power 25.875d” 220 A%

(c) Number of type I regions 12 A

(d) Number of type II regions 16 | &

(e) Number of type III regions 4 4

Fill in each entry (a)-(e) for the right constellation. Each entry is worth 3 points.
Due 3uadranf SY mmci‘fa , OV‘-’“‘S@ pewer caa be Con),au"'(o{ pver one ﬁ““‘)(”‘"‘ .

Which of the two constellations would you advocate using? Why? 9 points.

Pick the f'SA% cmstellatron becase [t fas Jower

Peak ﬂow*‘“‘, /0‘*”1(“ 0“"”’39— PSW‘QK) ond /a e

(quk—h’o.vwga f)ew«u— ratl-ze;.

Wo

[,vou(O( Aa,u'(—— A

7@,\&1‘;«:\ s‘( &[{'}) ﬂncc

)L% CMS{‘Q/A‘-&:’” Wau /o( Lmue, /OW ;/m/n/errvr/ﬂf°

SwR, r

S

7

lo ! T& is Frue hat Fhe Jeft constel/l/a Loon

Jower /méaér//é c*f 5ano/emr S A&
/5 /o\f /}; Z/CKMS -c")g

5.



Problem 2.3. Data Conversion. 24 points.
For an analog-to-digital converter running at sampling rate of f; and quantizing to B bits, here is a
block diagram of a sigma-delta modulation implementation of the A/D:

. o
di

x(1) T x[ar] + v[m) h[m] ==
ampie _ N N o ‘ N
and hold "t .+ v I "1 Filter " 1 M
I - quantizer 3 [m] B
MF, N
‘ h[m] le <
2] N\

e[m]
The internal clock runs at M f;.

(a) Replace the quantizer with a constant gain of K and assume K > 2. Derive the signal transfer
function in the z-domain for input x{m] and output b[m]. Please set the dither to zero. 12 points.

B(z)= K V(=) - | o
E(x= \7(-2—)" B(?)': '):_B(?)"' B(z) = T B(2)

V(o= X~ H(2) El2)
\ — K4 g ) B{z) K
s —B(2) = Xt2)- H(») = 8() = 590 = T He)

(b) We can design the FIR filter prior to downsampling as a cascade of an equalizer and an anti-
aliasing filter. Assuming that #[m] is an FIR filter, please define the equalizer as the FIR filter that
cancels the poles in the signal transfer function found in (a). 6 points.

Gz =1 + (1) H(2)

/\,D‘Z‘C'— ]:\ ,orac,th/ e wvwlal louzL i’ﬁe. e_ﬁuaj{\zef‘ a-p‘if‘
H‘-“— GIO’W\SW'P/Mé bg /V\ ’Fo( i‘ﬁyo/emea-‘l‘abw‘\ Co/v)a/,x,@ mo(uc'f?'bn.

(c) Give a filter specification for the anti-aliasing filter. 6 points.

I Note : An FIR 7Cr/7‘<f o’l() /e,ngf%

Wetop =

) f: /V\ /1/[‘)('( Cozf“:ftlf—ﬂ '/'S 'C[AGZL pe{“")a}/‘mﬁ‘
WpasSS = 0. q Wshf avepagmg b\/ou(o{ LA [13.5 A8 0-10

v _ _,_,\_/— s+¥>bmﬁ(
/;‘04‘55 = ;)O /°9/° A MAU& 8= aﬁ - | qf?lcnudﬁor\

C (net much).
— + o |

AS*EP - é 6 b — o 'ZLAQ w/,‘(q?_god .



Problem 2.4. Potpourri. 22 points.

Please determine whether the following claims are true or false. If you believe the claim to be false,
then provide a counterexample. If you believe the claim to be true, then give supporting evidence
that may include formulas and graphs as appropriate. If you give a true or false answer without any
justification, then you will be awarded zero points for that answer. If you answer by simply
rephrasing the claim, you will be awarded zero points for that answer.

(a) In a certain QAM system, pseudo-noise sequence is sent at the beginning of transmission. In the
receiver, one would correlate against the known the PN sequence to determine when transmission
has begun instead of an energy detector because the correlator has lower complexity. 7 points.

/‘)n ener%é detector mﬁu.\rcs b, mu/f77/4‘<4f7:)ﬁ$'f¢/\ Sanp/e.

A Corrz/at_(ur FC&u:‘f‘f-S n m“/ﬁf/'t“ﬁc’”s ﬁ’\a P/l{ Se—jue"c"’
04»’ /en ZLII n (h > ) . N

FALSE: E/\crgn Aetecto— has a Jower Con'o/ewzy R

/Vo*/e ' Aa eneryy detector can be used wuatr)/ oLy h eneryy '3

(b) The symbol recovery method based on appendix M of the course reader and discussed in lecture 16 y,
on QAM Receivers uses the Fourier property that a shift in time corresponds to a shiftin | { etcete

frequency. That is why the method locks onto frequencies ¢ — Wsym and @ + @sym for QAM (To then
symbol recovery. 7 points. run Zhe

FALSE: The Fourier Zranshom e i ?’e - corre laFor,
5%“@_. in hme /<qu tv a 'oﬁa}e sAv'p”’ tn "Ff"—”‘b“*UCQ. ﬂ’; caveS

FA[_SE: -77{ SJmLo/ r‘CcoJlra /Y\Q-i'}‘°aé /OC—/CS on 2o 'Dowu-/znef%.

. { L
ﬁgzwe‘nuzs We — 3 ijm Mﬂ( W, + Y ngm .

(c) In communication channel modeling, we model the frequency selectivity using a finite in'lpulse
response (FIR) filter because the linear time-invariant properties of all physical channels are FIR.
8 points.

FALSE: ﬂ& /O}IQSFCJ c/la'/me/s Aave— aa Iﬂﬁh;{‘&
onSeS when mode—/aﬂ( () //ncAf ZS)A@»/’/}Var,'a'\'Z‘

I):h,oulﬁ‘(’— resp
(o) &U,‘re,/mé chammels can be modeleol a s ﬁ[ l

533 temS.

(b) pireless chonnels can be mo,éa{w/ as
Aﬁw;/oaﬂs Prom %vqjm/ffff 7o .
o (direct path, | reflechon, R reflechras, ete. ).
Y [se resp=aSe dres ou?. We.

o be 7§m’z‘e /eﬂ& z‘/;.

Cirewt ES.
}qauma /h"‘/*'/’/c Pm/pﬂﬁ

rece v
ﬂ& l./’#‘nl’re— (mp-

Jrunca te the RSP S
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The exam is scheduled to last 50 minutes.
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homework solution sets. You may not share materials with other students.

Calculators are allowed.
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Problem 2.1. Channel Equalization. 25 points.

. . _ Channel Equalizer
In the discrete-time system on the right, the Xy F
equalizer operates at the sampling rate. ———
Equalizer is a finite impulse response (FIR) filter Training
with two real coefficients wo and w: sequence I
PK] = woylk] + w1 ylk-1] Receiver  lIdeal Channel _
You may ignore the noise signal 7. generates (ENET

. : 5 e A ;S k

(a) For the adaptive FIR equalizer, derive the X 7

update equation for w, for the following
objective function: 12 points.

e]= K] - slk] J
' T (edx], = w, o [x] + w4 [kA] - sk
Wl[k-}ll = W\Lk\ “/I,L %}J) W, A k] + W A[K J g

1
JCelkD) = 7e*[K]

w, = w, [}

W, Lull: VV(K\ /uf?;}]j[k I]

(b) One of the problems with the adaptive FIR equalizer in part (a) is that its convergence depends on

the initial value for w;. i a0 (,\)
Consider finding the roots of the polynomial
il
——
J&x)=7x
i. Give the iterative update equation for estimates for x. 6 points. ! f X
Minimize  J (%) 2T ) i R - W
XLK-’H]—: )&[k]"/zt Ax } = Yh‘}“‘/ix[kl
=Rk}

ii. From the iterative update equation in part i, give the range of initial values of x to guarantee
convergence. The range of values may depend on the step size . 7 points

xlet] = & (08) = x L] - M x*[k]
C‘O,WQ;Q PR COLM R S SR oy 8
& /Z'wk) e X%
i, e 321_)(“35

Pl < o =eEry

[ => gy < “3,1,()(';2<Z)
é: o 4 b:;/‘«()(;) = LQ



Problem 2.2 Receiver Design. 27 points.
Consider the baseband pulse amplitude modulation (PAM) receiver blocks below with

e sampling rate f;
e downsampling factor L = 6 samples/symbol where f; = L fsym
e square root raised cosine pulse shape g[m] with rolloff parameter o = 1:

h 4

am Ml —

— a0 " wim]

Equalizer Matched Down-
Filter ~ sampler

a) Why is placing the FIR equalizer immediately after the A/D converter inefficient? Completing
steps (b)-(d) below might help you here. 6 points. . R
TransSmissien b aadw dfh s = (L404) tsym Sym
£ Hxa(‘(‘mf (,mnece,sslu\fl eq, ualizas over fo ) 3 +3/,ﬂ j a"ﬁ(
e/om‘m‘ts gvé +he S’l‘w)@ ma rate of & —Q,m, Eﬂouuz(t e~ 15 '(; lloced
b Metehed £t wibh poadodth L Loy .
b) The fitst step to remove the inefficiency is to swap the order of the’équalizer and matched filter.
How can this be justified? 6 points.

After Frammg, 2he aﬁmv{:ze/ s lineor and Fone-n wm{mfi
[ Lli) TF Wl S z-/ the (ﬂ/f)dv() cond it ons fo 200. TAR matche L
p ¢ _ 7o pe i o
4 [ Le—15 alse LT F in (hal cond, hinS are 2%o. _ e can T /’fw, .
order of twy LTT $ysfemS 1 cascade. vadre He assuaphon ok exacl
¢) Show in the discrete time domain that downsampling by 6 is the same as downsampling by 3 ,, ¢, ,,
followed by downsampling by 2. 6 points. s
\ calcalafrons.

CcﬂSxC‘i@f‘ CC(HS&{/Z §l2‘)4‘\r€ L«j%\ aayQ//'/:b([;(e_S ’/.,Q/ j/ o

s £4 34 T ‘
[ i AR P Bt ’(,E\

d) The second step to reduce the inefficiency is to exchange the FIR equalizer with the
downsampling by 3. 9 points.

i. How can this exchange be justified? ! 7 7C
Natehed $5l4er is o lowpass &/ Fer with banduwi dth - sym,
whieh "gawz s as arp—a leas, r,g 7C/7/<f 7(«;f oums dc’*)O/MJ Zy 3.
ii. What is the frequency band in Hz over which the FIR equalizer has to equalize?

E po/gphase, 4;/»[—2;-— [,,},, le. Ppe {gp ﬁ;m‘e {/;«émk

1\& Lo, +5/""]j 5 e bl (_,-—-——/\._—_—\

. //)‘\./6%—_ .




Problem 2.3. Pre-emphasis. 30 points.
Consider an upconverted baseband 2-PAM signal x(f) = s(¢) cos(2 = f; ) where

s(?) is a baseband 2-PAM signal with 5 ( 4 )

Constellation spacing 2d

Symbol rate Joym

Sampling rate s :

Samples per symbol L=20 / /

Rolloff factor a=1 / o4 / ! -F
and where ' ‘ e .7‘ p ‘

: ~3 ;5 A "‘fs 5 ’{‘; - { D "}53,,\
Carrier frequency fo=2fym ¥ I ] = :
Transmission bandwidth ~ B=2 fyn (o fs 7,")

The received signal is #(¢) = x(¢) + n(f) where n(f) is spectrally-flat Gaussian noise.

Here is the block diagram for pre-emphasis filtering where ¢ is an integer and ¢ > 1:

h,lm] —

A 4
A

hy[m] (2}

,(t)—’ A/D

Bandpass Nonlinearity Bandpass
Filter #1 Filter #2

The nonlinearity raises the input to the gth power.

(a) Give the passband and stopband frequencies for bandpass filter (BPF) #1. 6 points.
~This b [4er en ';'w‘u S e LroaSnisscon bc«rw/

4_71*0‘0‘ =05 1 1(p¢357 ..FIO{‘SSI =2 ‘f‘s f""‘) g ¢)~ “S‘S,,}‘.)P)': I*" ‘l’

7m pe i)‘;
(c) Pre-emphasis of carrier frequency f.. 12 points.

i. give all p0551ble values for ¢

? /’!uSL— b& even. /74#)}1(51:‘ L‘eerA 3 bZLoO\(S O sj/’l /4//54} /ij v é>j
Cormer ’ré’g»ucat-é become 3 R4 +j(;')1
Aliasi ruLf (5 "(' is L;? o [f

ii. which value of ¢ would you use and why”
z= A for C2 o +ahea (:-J’

A H—«menc; and. [oss wwordlen LA
iii. give the centér frequency for BPF #2{ expanrin VS. 9 = ¢ 1

0’22%‘5\/% [ > 17/‘;:53,“ %_f cgc 7(
(c) Pre-emphasis of symbol clock foym. 12 points. 5"4 mbo | clock corres /)_,,,6[4 P Fre guencs
: -j" p_g 7 cl’i’ b(?) (P Lcwf(

ann {7:‘\4 >m’>;"-' 7

i. give all possible values for ¢ s
| ambaloalusk ot Spls
% mus-¢& b{ even , Szz).m s ¥ ac}( a ;} 57,7,,
/4//5!51/}3 [‘-'F
65> é) Lai\s /m:k s To
2

Z‘ IS 9,(/0--" é 'fc = t,,s '/"5,,"\ = § ‘“ng

¥¢ — (; ‘{—-’Am
ii. which value of ¢ would you use and why?
/27 =2 ‘k‘»" Cod)ﬂ«(‘/“a poval

Q- "“‘1 Cienc
iii. give the cent& frequency for BPF #2

3 £ (
? 7 fs(j,“ et 3 ‘#‘/m
For 2= XK.



Problem 2.4. Potpourri. 18 points.

Please determine whether the following claims are true or false. If you believe the claim to be false,
then provide a counterexample. If you believe the claim to be true, then give supporting evidence
that may include formulas and graphs as appropriate. If you give a true or false answer without any
justification, then you will be awarded zero points for that answer. If you answer by simply
rephrasing the claim, you will be awarded zero points for that answer.

(a) Applying a lowpass filter to a spectrally-flat Gaussian noise signal always produces an output
signal with lower average noise power than that of the input signal. 6 points.

Fa!S'fi, /’l{"‘}‘i)a"g E /uwPa;S 74//(, i~",-f’/i bmd”"“{#‘ /3 o

& :.Y\f:‘i’ S :‘) 7‘&? Z’A et rs & Sfjc 'WMQ i H‘f f)tw $Siaa Ao Se
a o os, ;. 4 o - " CO..
Su).mﬂ o it 2ero mean and varieace @ I,Of“vabw’ a Lawssran
Ao Se. St j p) m/( v L,M 2&rv WA o QAa g( Vertanee. aé 0,2 (n\.‘ i Se. .Dow(:—') y

(b) In discrete time, an ideal channel can be modeled as

/l/m"ye powes

x[m] JRR—— ylml - o reanes E,,9

The input x[m] can always be exactly recovered by discarding the first A samples of y[m] and
scaling each subsequent sample by 1/g. 6 points. )
4 ) = __L_ 'R ’ Mo ek bn =
F&/SQ( "S\,r the case () =0, 2 /> LL4¢’{@747}«’-£{. ‘
7. W ass'mmmg Zhat D 20 and c} #o and 3 c/) /

+o +he r/) recisSion od £he artthmeh= bzwl;) wied.
(c) For a synchronized quadrature amplitude modulation (QAM) receiver and an additive spectrally-

flat Gaussian noise channel, the in-phase noise will always be statistically independent of the
quadrature noise when measured at the input to the decision block. 6 points.

. ) &"’*C}Léz( X (f)
Chaed **@’*E‘){‘“ﬁ
aant p e
b PR cos( 2 Z) W
iy .
. i Xy(t)
 Matehed |—) =5
' ¢ —rt) 74 madl
@au'ﬁ"?lﬂt'\ T)J/v\
nose e ’ . ;
&
TA—Di’l:A% o3& ﬂIlt) aad A A ()
’ 3 = o ‘{’ " f
%M»clrﬂf‘w“ﬁ /la’-‘»S«"— ﬁ&(t) }""N he XG\({} x()\( ) ¢
Samz Source — (Caussian charnel 0ise « wjx't'“e = S&)"“

“'/’}\63 cannst be Sfabsﬁta/{g independen?,
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Direct Sequence Spreading
Gene W. Marsh

I. A General Description of Direct Sequence Spreading

A. The standard view of a communication system

— En:hczuoudete rl —# Modulator - Channel - Demodulator Decodgxl- i

Fig. 1. A block diagram for a Standard Communication System.

B. A PN-Spread Communication System

— Encod:g —= Modulator ‘bf Channel - Demodulator ¥ Channel T

Decoder

PN Generator | - PN Generator

Fig. 2. A block diagram for a PN-spread Communication System. .

1. To approach channel capacity, it is desirable to make the signal more
noiselike.Therefore, we introduce a random number generator, to
- make the modulation appear random '

C. A closerlook at the modulator/demodulator.!
Modulator ' Demodulator

x; (2) z; (#) yi(2) r;
T ™1 8®) —— Channel ——p{ ¢*(T-1) ’

Fig. 3. The Standard Model

1. In the standard modulator pair shown in Figure 3, a bit determines
whether the transmit filter or its inverse is emitted every T seconds.

ZCi — |, below.
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Direct Sequence Spreading

The waveform then ‘passes through the channel, and is corrupted by
noise.

The resulting signal is passed through a matched filter, and sampled
every T seconds.

a) T is known as the bit time and R = 1 is known as the bit rate.

T
Modulator
b;e {-1,1}
x"f(t) z;; (t)
&(®) —» Channel —~
Demodulator
¢ € {-1,1} p
z:; (1) ¥ (1) e .. ;
— e gN(T-1) M 2 Y 2 Sy .
0<j<L,
TC
¢;e {-1,1}

Fig. 4. The CDMA Model

2. Inthe CDMA system shown in Figure 3, a slightly different thing hap-
pens.
A bit still enters the system every T seconds, but it is now multiplied
by a faster moving, random sequence every T..
The result is sent through the channel, sampled, and the sampled sig-
nal is multiplied by the corresponding random bit. The result is then
summed. :
a) Clearly things that move faster in time are wider in frequency.

Hence the name “spreading”.

b) Each of the short transmitted symbols is known as a chip.

¢) Thetime T, is then known as a chip time, while R, = —71,— is

c
known as the chip rate or spreading rate.

d) The spreading bits c;; are assumed to be i.i.d Bernoulli random

=== - ————variables over {=1, 1} “with parameter ‘%‘.‘“‘ e
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e) Clearly, L. = z

Direct Sequence Spreading

is the number of chips per bit. This is often

referred to as the bandwidth expansion factor.

Performance issues

A. Does this little stunt cost us anything?

1. Let us examine the performance of each system assuming the channel
simply corrupts the signal using zero mean, white, additive Gaussian

Page 3 of 15

noise n () with variance ¢? =

symbols.

N
70, which is independent of the data

a) In the standard system, we have

YD) = big () *g (T=n+n(e)*g"(T-1)
After sampling, we find that £ djb;] = 2bE, and

v
*(djb) = 5 [1G ()% =

T

N,
—oEb where E, = f]g (1) lzdt.
0

2

If we assume that there is no ISI, then successive samples of the
noise are independent. The threshold for decisions is placed at 0.
Assume zeros and ones are equally likely.

We can then calculate the probability of error as follows:

P(e|lb;=-1) = P(d;>01b;=-1) = Q

P(elb;=1) = P(d;<0)b;=1) = 1-Q

P(e>'=Q(

2E,

Ny

)

o
N, No
\ TEIJ

|- o)
N, - No
\ TEb

(1)

b) In the CDMA system, for each chip, we have

S "'}",'j(t)‘ =-b i€ii& (1) * g™ (T=1) + ey *g (T=1 "
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The r, ; are then independent, with a Gaussian distribution such
that E[r,| b, ¢;] = bic;;E, and

Ny & N, T

o? (r,'jl bi: C,'j) = 5 f IG(f)lzdf = —-2—-EC where Ec = jlg (1) |2dt.
—oe 0

After the multiplier, the s;; clearly have mean E s} b, ¢;;] = b,E,
and variance o°(s il b i) = cz(rijl b; c;;). In particular, we should
note that the s;; do not depend on the c;; at all.

Now, if we sum the L, chips corresponding to a particular bit, we
find that 4, is again Normal, with conditional mean and variance

No

givenby E[d|b] = b,L.E, and o?(d|b) = )

—=c—c

L.E . The proba-
bility of error is therefore still

‘ 2L E, 2E,
P(e) = Q( m: )= Q( 7\,;) (2)

where E, = L E, = fc E,. -
¢) Therefore, spreading has not cost us anything, except some complexity in
the modulator/demodulator.

" (1) Ingeneral, this is only true for direct spreading in coherent
communications systems.

(2) Itshould surprise no one that this is true, since, if you look
carefully at our picture, all we have done is modify the trans-
mit filter, and then made a matched filter for the receiver.

III.  Pseudo-Noise (PN) Sequences

A. M-Sequences (Maximal Length Shift Register Sequences)
1. From Galois field theory, we have the notion of an M-sequence.

a) Let us consider Galois Field 2. This is composed of the elements 0
and 1 with addition defined by “exclusive-or” and multiplication
defined by “and”.

b) Let n be any positive integer. Then we can define a Galois Field

with 2" elements by considering all possible polynomials of
___degree n— 1 or less. Addition is defined by polynomial addition_ @

Page 4 of 15 l’ 47[__;_
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* modulo x" + 1, and multiplication is polynomial multiplication

d)

modulo x".

For any such GF(2"), it is possible to find an element, o, such

that,if B0 e GF(2"),then B = o for some 0< k < 2. Thus, you
can cycle through all of the elements of the field by multiplying
repeated multiplication or division by o.. These elements are the
primitive elements of the field, and are represented by the primi-
tive polynomials. ‘

There are tables of primitive polynomials.

This sequence of n-bit numbers can be used to generate a

sequence of 2" - 1 bits with useful properties (to be discussed ‘
later).

For any primitive polynomial, there are two ways to generate this
bit sequence. I will illustrate this by example. Let n = 5. The prim-

itive polynomial for GF(32) is p(x) = X +xt+ 1. |
(1) The “xor into the middle” method is shown in Figure 5. In

out

Page 5 of 15

Fig. 5. A Galois Configuration

general, this is the easiest way to implement an M-sequence
in software. The sequence produced by this machine is
shown in Table 1.
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Table 1: Sequence Generated by the Galois Configuration?

State Output State Output State Output State Output
(Hex) Bit (Hex) Bit (Hex) Bit (Hex) Bit

1f T | 1 | o | 1 | o | 1 | 1

1d 1 a 0 9 1 18 0

lc 0 5 1 16 0 C 0

e 0 10 0 b 1 6 0

7 1 8 0 17 1 3 1

11 1 4 0 19 1 13 1

la 0 2 0 le 0 1b 1

d 1 1 1 f 1 1f 1

a. States are listed sequentially down the columns

(2) The “shift around” method is shown in Figure 6. This is the
preferred method for implementing an M-sequence in hard- g
ware. The sequence produced by this implementation is 6
shown in Table 2. Note that the output sequence shown here
is the reverse of the one in Table 1.

. out
x4 x3 x2 X 1 xO >

<=}
S

Fig. 6. A Fibonacci Configuration

Page 6 of 15 | | Z—é
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Table 2: Sequence Generated by the Fibonacci Configuration?

State Output State Output State Output State Output
(Hex) Bit (Hex) ~ Bit (Hex) Bit (Hex) Bit
I I N N R N B S e

f 1 1d 1 1 1 d . 1

7 1 e 0 10 0 6 0

3 1 17 1 0 13 1

11 1 b 1 4 0 19 1

18 0 15 1 12 0 1lc 0

c 0 a 0 9 1 le 0

16 0 5 1 14 0 1f 1

a. States are listed sequentially down the columns.

2. Some nice properties of M-sequences.
a) Even numbers of ones and zeros are produced.

b) The sequence produced is relatively uncorrelated with shifts of
itself.
¢) Itis possible to generate the output bit in a different way.
(1) Associate with each bitin the register a O or aonei.e., create a
mask for the register.

(2) To compute a bit, “and” the mask with the register. The par-
ity of the result is the next output bit. Note: Do not destroy
the contents of the register, as you need it to compute the next
state.

(3) The sequences generated in this way are shifted versions of
the original sequence. Indeed, all shifts of the sequence can
be generated in this fashion.

d) Given a starting time and a clock rate, there are fast algorithms for
computing the current state of the shift register.

3. Thus, M-sequences work well for generating our spreading bits.
Indeed, this is the most common way to do it.

B. Acquisition of a Spread Spectrum Signal
1. Suppose we are generating our spreading codes using M-sequences.

Page 7 of 15 - - | Z__7
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receiver?
a) Technically, this is known in the industry as acquiring the signal.

b) AtQualcomm, we referred to this as making the jump to hyper-
space.

2. This is the hardest problem in any spread spectrum system.
3. Hereis how it is done.

a) First, tie the state of the shift register to absolute time. For instance,
you can declare it to have the all one’s state at midnight on Janu-
ary 1,1992, and that you will clock it at a 1 MHz rate.

b) Now, suppose someone is sending you a signal, and you know
what mask he is using. You need a clock. Check it, and determine
what the state of the shift register is at this point in time, and ini-
tialize your shift register to that value.

c) Now, you need to accumulate a sufficient number of chips. If you
accumulate N chips, the average value of the signal will be NE ,

N
and the variance will be NEC7°.
d) After accumulating N chips, assume that your clock is off by one
register position, update it accordingly, and accumulate N new
chips at this new time hypothesis.

e) Inthe end, if you have an n-bit shift register, you should accumu-

late 2" — | different hypothesis, one for each time offset. The
hypothesis with the highest absolute value is declared to be the
correct offset, the shift register is initialized to that value, and
demodulation can begin.

f) Using the statistics of the signal, it is possible to compute the prob-
ability that you select the wrong time offset. Buy choosing a large
enough value of N, it is possible to make this acceptably small.

g) Justin case, after declaring a hypothesis to be correct, we wait for
a bit to see if the tracking loops take hold. This is a good way of
detecting a bad acquisition.

IV. Applications of Spread Spectrum

A. Low probability of Intercept (LPI) Communications

1. If we simply take the original waveform and scale it down in time by
L., then we decrease its energy by a factor of L..

Page 8 of 15
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E, = (L)|%dt = — ) *dt = —E
c f ,g c l L —J;lg( ' LC b

[+

—o0

After despreading, the energy has increased by a factor of L., aswe

saw above. Therefore, we have spread the same energy over a a wider ~

spectrum. This makes the signal harder to distinguish from the noise
background. It is used in aircraft communications so make the signal
hard to detect. It would be a shame for a stealth bomber to be given
away by a radio transmission.

a) This is the root of my earlier comment about making the signal
more noise like.

- This same thing can be seen by looking at the signal in time, where we

have divided the signal energy up over a sequence of smaller chips.

3. In most spread systems, the signal is buried in noise.

Code Division Multiple Access (CDMA)
1. Consider a system where we have 2 signals. These signals use the

same code bits, but one uses a time shifted version of the other, i.e. the

second user is shifted in time by n chips. Let & = (z’ + [JﬂJ ) and
Le 1)

c
[ = (j+n)modL,.. The undesired user adds some interference. We are

going to assume that interference is Gaussian. We then have

y‘.j(t) = bicijg (1) *g*(T— +bc,g () * g(T-0+n(r) *g (T—1) (3)

This will in turn give:

Elrjbyc] = bici,E

i“ij=c
. N,
2 (rylbpcy) = = E,+EL
E[siJ{ b, c,-j] = bE,
Gz(sijl bycy) = Gz(rij‘ bycy)
E[d)b] = bL.E,
Ny

2

o*(d|b) = 5 LE +LE:
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(L.E,)>

P(e) =0 - (4)

2
> LE +L.E;

a) Note that we assumed that the two users were lined up in time. In
general, this is not true, but it is the worst case. In that sense, the
above is an upper bound on what happens.

b) We also assumed that the other user’s interference was Gaussian.
For a long enough spreading sequence, this is not unreasonable.

2. Other user looks like white noise to the current bit, contributing an
energy equal to their chip energy. Thus, his interference is controlled.

3. Itis possible to demodulate both users. We can use this to make a
multiple access scheme called Code Division Multiple Access

(CDMA).

~a) Leteach user use either
(1) aunique spreading sequence, different from and uncorre-
lated with all other users; _
(2) the same spreading pattern, delayed by some number of
chips from his fellows. _

b) Every user in the system can demodulate his own signal. The
other users simply raise the noise floor. For N users, we can bound
the probability of error as

. Eb ’:
P(e) =0y |% ' ' (5)
0
7 + (N - 1) EC
c) Itistheoretically possible to approach Shannon capacity using this

approach.

(1) IfIremember right, “theoretically” is the correct word,
because the demodulator needs to demodulate each signal,
and subtract off its effect before it demodulates the next sig-
nal.

C. Anti-Jam (A]) Communications

1. Jamming is the transmission of a signal in order to degrade a commu-
nication system.

2. Design of a communication system which is robust against jamming . A
can be viewed as a game, where the transmitter tries to minimize the F
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bit error rate, and the jammer tries to maximize the bit error rate.

3. Often, the jammer is power limited. In this case, what the transmitter
wants to do is to force him to spread his power over the widest possi-
ble bandwidth, so that he wastes as much of his power as possible.

4. Now, consider a channel with no noise, over which we send a BPSK
signal. Suppose the jammer transmits a single loud tone at the carrier
frequency. In a normal system, we can imagine the tone being loud
enough that it would dominate our own signal, and we would
demodulate that rather than the received signal. However, passing it
through the despreader “modulates” that signal, making it look like
wide band noise. Our own signal, on the other hand, becomes
despread, making it look like a tone. The spread system performs bet-
ter than the standard system in such a situation.

3. Direct sequence spreading is not the best or most common technique
used for A] modems. Most of them use non-coherent FSK and hop-
ping rather than spreading.

D. Position Location
1. Todo time tracking for the system above, one takes 2 samples, one at
-g and one at 3TT - Call them s7; and sfj The time tracking metric is
2 2
then computed as TM = ( Y s =Y, sfj . If we are sam-
0<j<L, 0<j<L,
pling too late, then this metric will be positive, and if we are sampling

too early, then this metric will be negative.
2. If we are off by a fraction of a chip, this metric drops appreciably.

Therefore, it is possible to do time tracking down to a fraction of a

chip.

a) For example, in CDMA cellular, we track to %

do better, but this is deemed sufficient.

3. If the spreading sequence is tied to absolute time (more on this
below), it is possible to use this feature to measure the time for a sig-
nal to travel from source to destination. Given several independent
transmitters, one can do triangulation.

4. GPS works on a scheme similar to this.

of a chip. We could

E. Multi-path Mitigation

1. First, realize that we only really need concern ourselves with fading
on the chip level.

Page 11 of 15 | | Z,_//
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a) The wider your signal bandwidth, the less serious the effect of fad- |
ing. This is because fades only have a certain bandwidth in the fre- . |
quency domain. If your signal is wider than that bandwidth, it is
unlikely that a fade will occur which will crush all of the signal
energy.

b) The accepted way to combat fading is with diversity. In this case, |
direct sequence spreading gives you time diversity. Since a fade |
lasts for only a finite amount of time, it is possible that only a frac-
tion of the chips that make up one bit will be faded.

2. Consider a case where we have 2 signals arriving with different
delays, and suppose that the difference in the delays, t is such that

T,<t.Lett = nT,+1 k = (i-i-[jZ_”_J)andl = (j+n) modL,. We
[o4
then have

Yift) = bic;ig (N *g (T~ 1)+ bycyg (t+1)*g (T-0)+n (1) *g"(T-1) (6)
This will in turn give:

No

02
2EC+E

02 (r‘-jl bi’ CU) =

Elsyfbucy] = biE

S o4

Gz(sijl b;, c,.j) = Gz(rijl b cij)

E[d{b] = biL.E,

N,
% (d|b)) = —2-9LCEC+LCE'2

(L.E,)?

Pe) = Q
0
7

Now, we know that E'< E_, so that

L.E +LE"?
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(7)

a) Any signal arriving at a time offset greater than one chip looks like
white noise to the current bit. Thus, ISI is controlled.

b) Itis possible to demodulate the late path as well. This helps
improve our performance. Thus, the ISI can help you. This is a
benefit a narrowband system cannot provide. :

V. CDMA Cellular
A. Capacity of the CDMA System?

1. The capacity of the system is determined by the capacity of the

mobile-to-cell link.

a) This is principally because the mobiles must use smaller transmit-
ters, and cannot synchronize their signals.

. Let us begin by realizing that the capacity of the system is controlled

by the signal to noise ratic needed to achieve an acceptable link.

a) Since we have a wideband system, it is possible to use powerful
coding techniques with little penalty. Because of this, the CDMA

= 7dB.

. (Ey
system only requires (F)
desired

0

. Assume the following:

a) The system is interference limited, i.e. that the noise from other
users in our own cell is much greater than the background thermal
noise.

b) Assume that we only care about users in our own cell.
c¢) Allsignals are power controlled so that the reach the cell with
equal power.?

. Under these assumptions, we see from (5) that the signal-to-noise

Eb _ Rc
(N-1)E,  R(N-1)"

ratio is just

-

2. This is a “back-of-the-envelope” approximation. It is relatively easy to understand, and gives

3. This is crucial for achieving good capacity in the CDMA system.

Page 13 of 15
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E
a) We need this to be equal to (ﬁb-)
0

desired

1

()
No desired

5. The assumption that we are limited only by the users in our own cell
is too generous. We can mitigate this by appropriate scaling.

a) With an omnidirectional antenna, the number of users is
decreased by about a factor of F = 0.6.

b) In the actual system, the cells use sectorized antennas. Each sector
has a field of view of 120°. Due to overlap between the sectors,
this only buys back a factor of G = 2.55.

c) Note that both of these numbers are empirical.

6. Ina CDMA system, it is possible to have a variable rate transmission,
so that one does not transmit when there is no data.

a) Speech does not occur 100% of the time in a conversation.
b) The amount of dead time varies with the language spoken For {
English, the empirical number is d = 0.4.

c) By using a variable rate vocoder, and not transmitting during the
silent times, we get to take advantage of this, and our s1gna1 to
noise ratio increases appropriately.

7. Therefore, the total capacity of the system is approximately

. : R,
b) Solving gives N = 7

Ne—f. ——  .-.F.G (8

desired

8. For the CDMA system, R = 9600 Hz and R, = 1.2288 MHz.

9. Using the numbers above, this gives us about 98 CDMA channelsina -
1.25MHz bandwidth.

10. After blocking is considered, this yields about a factor of 20 increase
in the number of calls per cell.

a) This estimate varies considerably depending on who is doing it, as
most of the data is empirical. :

Power Control and the Near/Far Problem

--1.--One-of the principle assumptions made in the capacity calculation - .- - ‘ -
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above was that all mobiles reach the cell at the same power level. This
assumption is absolutely essential to operation of the system.

- As mobiles are spread out over the entire cell, this is somewhat prob-

lematical, to say the least.

. In order to combat this, we had to institute a method of power con-

trol. Very simply, it works as follows.

a)

b)

<)

d)

e)

f)

g)

the mobile and the cell both monitor their avera ge received signal-
to-noise ratio (SNR). The mobile communicates his received SNR
to the cell.

The cell adjusts his output to provide an acceptable SNR to the
cell. '

If the SNR received at the cell is too low, the cell tells the mobile to
increase his power.

If all cells controiling the mobile tell him to increase his power, he
does. Otherwise, he decreases his power.

In this way, as a mobile leaves one cell, he will begin to pick up
another. Both cells will tell him to increase his power, so that both
can hear.

As he moves into the new cell, it w‘ill tell him to decrease his out-
put, and he will. Eventually, the old cell can no longer hear him.

This is the basic mechanism for a handoff, but the reality is much
more complicated.

C. A Final Note

1. Thereis a lot more that can be said about CDMA cellular. Due to time

pressure, I will stop here. [4] provides a good general description of
what CDMA cellular is and how it works.
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EE 445S Real-Time DSP Laboratory — Prof. Brian L. Evans

Computational Complexity of Implementing a Tapped Delay Line on the C6700 DSP

To compute one output sample y[n] of a finite impulse response filter of N coefficients (ho, hy, ...
hn-1) given one input sample x[n] takes N multiplication and N-1 addition operations:

y[n] = ho x[n] + h1 x[n-1]+ ... + hyg X[n — (N-1)]

Two bottlenecks arise when using single-precision floating-point (32-bit) coefficients and data
on the C6700 DSP. First, only one data value and one coefficient can be read from internal
memory by the CPU registers during the same instruction cycle, as there are only two 32-bit data
busses. The load command has 4 cycles of delay and 1 cycle of throughput. Second,
accumulation of multiplication results must be done by four different registers because the
floating-point addition instruction has 3 cycles of delay and 1 cycle of throughput. Once all of
the multiplications have been accumulated, the four accumulators would be added together to
produce one result. The code below does not use looping, and does not contain some of the
necessary setup code (e.g. to initiate modulo addressing for the circular buffer of past input data).

Cycle Instruction
1 LDWx[n] || LDW hg

2 LDWx|[n-1] || LDW h; ||ZERO accumulator0

3 LDWx|[n-2] || LDW h; ||ZERO accumulatorl

4 LDWX[n-3] | LDW h3 || ZERO accumulator2

5 LDWx[n-4] || LDW hs ||ZERO accumulator3

6 LDWXx[n-5] || LDW hs ||MPYSP x[n], hy, productO
7 LDWx[n-6] | LDW hg | MPYSP x[n-1], hs, productl
8 LDWx[n-7] || LDW h7 || MPYSP x[n-2], h,, product2
9 LDWx|[n-8] || LDW hg || MPYSP x[n-3], hs, product3
10  LDWX[n-9] || LDW hg [ MPYSP x[n-4], hs, product4 ||

ADDSP product0, accumulator0, accumulator0

11 LDW x[n-10] || LDW hyg || MPYSP x[n-5], hs, product5 ||
ADDSP productl, accumulatorl, accumulatorl

12 LDWx[n-11] || LDW hy; || MPYSP x[n-6], he, product6 ||
ADDSP product2, accumulator2, accumulator2

13 LDW x[n-12] || LDW hy2 || MPYSP x[n-7], h7, product7 ||
ADDSP product3, accumulator3, accumulator3

14 LDW x[n-13] || LDW hys || MPYSP x[n-8], hs, products ||
ADDSP product4, accumulator0, accumulator0

15

The total number of execute cycles to compute a tapped delay line of N coefficients is the delay
line length (N) + LDW throughput (1) + LDW delay (4) + MPYSP throughput (1) + MPYSP
delay (3) + ADDSP throughput (1) + ADDSP delay (3) + adding four accumulators together (8)
+ STW throughput (1) + STW delay (4) = N + 26 cycles. If we were to include two instructions
to set up the modulo addressing for the circular buffer, then the total number of execute cycles
would be N + 28 cycles.
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Communication Performance of PAM vs. QAM Handout
Prof. Brian L. Evans

In the transmitter,
* Assume the bit stream on the transmitter side 0's and 1's appear with equal probability.
e Assume that the symbol period 7 is equal to 1.

In the channel,

* Assume that the noise is additive white Gaussian noise with zero mean. For QAM, the variance
is 02 in each of the in-phase and quadrature components. For PAM, the variance is 2 6>. The
difference is the variance is to keep the total noise power the same in QAM and PAM.

* Assume that there is no nonlinear distortion

e Assume there is no linear distortion

In the receiver,

* Assume that all subsystems (e.g. automatic gain control and symbol timing recovery) prior to
matched filtering and sampling at the symbol rate are working perfectly
* Hence, assume that reception is synchronized with transmission

Given these mostly ideal conditions, the lower bound on symbol error probability for 4-PAM when the
additive white Gaussian noise in the channel has variance 2 0° is

-300-4 1§
g 2QD\/50D

Given the 4-QAM and 4-PAM constellations below,

QLA -4 PAM-

(a) Derive the symbol error probability formula for 4-QAM, also known as Quadrature Phase
Shift Keying (QPSK), shown in Figure 1.

(b) Calculate the average power of the QPSK signal given d.

(c) Write the probability of symbol error for 4-PAM and 4-QAM as functions of the signal-to-
noise ratio (SNR). Superimposed on the same plot, plot the probability of symbol error for 4-
PAM and 4-QAM as a function of SNR. For the horizontal axis, let the SNR take on values
from 0 dB to 20 dB. Comment on the differences in the symbol error rate vs. SNR curves.

(d) Are the bit assignments for the PAM or QAM optimal with respect to bit error rate in Figure
1? If not, then please suggest another bit assignment to achieve a lower bit error rate given
the same scenario, i.e., the same SNR. The optimal bit assignment (in terms of bit error
probability) is commonly referred to as Gray coding.
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a) Based on lecture notes on slides 15-13 through 15-15, the case of 4-QAM corresponds to
having the four corner points in the 16-QAM constellation. So, the probability of correct
detection is given by type 3 correct detection given on page 15-4 in the lecture notes. Since

2
T=1, then the formula for the probability of correct detection is given by P, (c) = El - Q@igﬁ
1)

Thus the probability of error is given by
o d d
P =1- Pfc)=1-H1- H—H% - 200%5- 0h %,
=1 Rld= 1- - 037 = 2007 0L

b) To obtain the energy of S;, we notice that the sum of the squared coordinates will give you the

energy of the signal s,. To see this, notice that s; is represented by the following vector
. m . . m_i. . ..
@\/E cos[(2i- 1) Z],\/E sin[(2i - 1) Z]@m the ((pl(t) - ¢2(t)) coordinate system. Thus, it is
) ) H 2r/m I T T m H_ .. . _E _
immediate that EDCOS [(2i- 1)2]+ sin“[(2i - I)Z]D_ E . This implies that P = F;T =10 P=E.

(4x 247) = 24”.

PAVG

SN

: Py _ EIT _ E _2d° _d*
¢) SNR is defined as SNR = T e for the 4-QAM. For the 4-
Noise

Yavaxgar o
-4 _ 5d”  Substituting this into the P,

2w 207 20 ° 20 °
formula we obtain the following formulas:

P gu = 20055 0*155= 20{VSNR)- 0*VsR]

S
f)e-PAM - ZQH 5 H

SNR = 0:20; % dB scale SNR
SNR 1lin = 10.7(SNR/10); % linear scale SNR

PAM’ SNR: PSignal _ E/T - E

Pg = 2*gfunc(sqrt (SNR _1lin)) - (gfunc(sqrt(SNR 1lin)))."2; % QAM error
Probability

Pp = 3/2 * gfunc(sqgrt (SNR 1in/5)); % PAM error Probability

semilogy (SNR, Pg, 'Displayname', '4-QAM');

hold on;

semilogy( SNR, Pp,'r','Displayname', '4-PAM');
title('4-PAM vs. 4-QAM Communication Performance'):;
ylabel ('P e'); xlabel('SNR (dB)");

legend ('show');
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A-PAM vs. 4-0AM Communication Performance

|
0 2 4 B ) 10 12 14 16 18 20
SNR (dE)

QAM performs much better than the PAM system due to the following reasons: first the
noise variance in the PAM system is higher so we expect its error rate to be higher; on the
other hand the PAM system is not fully utilizing the bandwidth as opposed to QAM.

d) The bit assignments are not optimal because the difference between the bits across the
decision regions are more than one bit while they can be made one by using Gray Coding
since each decision region has only two neighbors. The following bit assignment is optimal.

Q
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Four Waysto Filter a Signal

Problem: Evaluate four ways to filter an input signal. Ruaystofilt.m on page 143 (Section
7.2.1) of Johnson, Sethares & Klein using

* h[n] that is a four-symbol raised cosine pulse aith 0.75 (4 samples/symbol, i.e. 16 samples)

* X[n] that is an upsampled 8-PAM symbol amplitude signal with 1 and 4 samples/symbol
and that is defined as the following 32-length vector (where each musnd@esample value)
as

x=[-7000 -5000 -3000 -1000 1000 3000 5000 7000]

In the code provided by Johnson, Sethares & Klein, please rgpdacewith stem so that the
discrete-time signals are plotted in discrete time instead of continuais tim

Please comment on the different outputs. Please state whathemethod implements linear
convolution or circular convolution or something else. Please see the online homework hints.

Hints. To compute the values of h, please use the "rcosine” command ebMaill not the
"SRRC" command. The length of h should be 16. The syntax of the "rcosine” command is

rcosine(Fd, Fs, TYPE_FLAG, beta)

The ratio Fs/Fd must be a positive integer. Since the the number of samples pelisynbol
Fs/Fd must be 4. The rcosine function is defined in the Matlab communications toolbox.

Running the rcosine function with these parameters gives a pulse shape of 25. d&eplast

to keep four symbol periods of the pulse shape. That is, we want to keep two symbol periods to
the left of the maximum value, the symbol period containing the maximum valuefastthe
sample, and the symbol period immediately following that:

rcosinelen25 = rcosine(1, 4, 'fir', 0.75);
h = rcosinelen25(5:20);
stem(h)

1.2

1+
0.8
0.6

0.4r

. T T
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Some of the methods yield linear convolution, and some do not. With an input signal of 32
samples in length and a pulse shaping filter with an impulse response of 16 sargrigth,
linear convolution would produce a result that is 47 samples in length (i.e., 32 + 16 - 1).

For the FFT-based method, the length of the FFT determines the length oktld fi#isult. An
FFT length of less than 47 would yield circular convolution, but it wouldn't be linear
convolution. When the FFT length is long enough, the answer computed by circular gonvolut
is the same as by linear convolution.

Consider when the filter is a block in a block diagram, as would be found in Simulink or
LabVIEW. When executing, the filter block would take in one sample from the input and
produce one sample on the output. How many times to execute the block? As many times as
there are samples on the input. How many samples would be produced? As many times as t
block would be executed.

In particular, pay attention to the use of the FFT to implement lineamfdtek similar trick is
used in multicarrier communication systems, such as DSL, WiFi (IEEE 802.,1\Aakgixx
(IEEE 802.16e-2005), next-generation cellular data transmission (LTE), tetreésfital audio
broadcast, and handheld and terrestrial digital video broadcast.

Solution: The filter is given by its impulse responga] that has a length df, samples. The
signal is given by[n] and it has a length df, samples. Both the impulse response and input
signal are causal. In this problelj,is 16 samples and, is 32 samples.

Thefirst way of filtering computes the output signal as the linear convolutiofnbandh[n]:
Ly-1

Viewe[ 1 =o{1] * 0] = 3 Hm] =]

Linear convolution yields a signal of lendtht+Ly-1 = 47 samples.

The second way is to use the filter command in Matlab/Mathscript. The rfitemmand
produces one output sample for each input sample. This is a common béraaibiter block

in a block diagram simulation framework, e.g. Simulink or LabVIEW.heW executing, the
filter block would take in one sample from the input and produce one sampihe output. The
scheduler will execute the block as many times as thergaarples on the input. So, the length
of the filtered signal would bé&, = 32 samples. To obtain an output of lengthLgfL-1
samples, one would appebgl zeros toqn].

The third way is compute the output by using a Fourier-domain approach. For linear
convolution, the discrete-time Fourier transform of the linear convolwioqjn] and h[n] is
simply the product of their individual discrete-time Fourier tfamss. The product could then

be inverse transformed to find the filtered signal in the diseiime domain. That approach,
however, is difficult to automate using only numeric calculations. akernative is to use the
Fast Fourier Transform (FFT).
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The FFT of thecircular convolution of x[n] andh[n] is the product of their individual FFTs. In
circular convolution, the signai§n] andh[n] are considered to be periodic with peridd One
period ofN samples of the circular convolution is defined as

Yerauar[N] = X[N] Oy hn] = Zh[((m))N] X{((n=m)),]

where (¢))x means that the argument is taken moduloNe will henceforth refer to the circular
convolution between periodic signals of lengihas circular convolution of lengtN. On a
programmable digital signal processor, we would use the modulo addressiegio accelerate
the computation of circular convolution.

Circular convolution of two finite-length sequences] and h[n] is equivalent to linear
convolution of those sequences by padding (appendipgy)zeros tdi[n] andLy-1 zeros to(n]
so that both of them are of the same length and using a cicargolution length ot ,+Ly-1
samples. This is the approach used in the FFT-based method in this problem.

The FFT-based method to compute the linear convolution uses an il 6N of L+Ly-1.
First, the FFT of lengtiN of the zero-paddes[n] is computed to giveX[k], and the FFT of
lengthN of the zero-paddelln] is computed to givél[k]. Second, the produdticuar[K] = X[K]
H[K] for k= 0,...,N-1 is computed. Then, the inverse FFT of lengtbf Yo cuar[K] is computed
to find Yeircuar[N]. Thisthird way results in an output signal b§+L,-1 = 47 samples.

Thefourth way to filter a signal uses a time-domain formula. It is darahte implementation
of the same approach used by the filter command. Hence, this apgivashan output of
lengthLy = 32 samples.

% waystofilt.m "conv" vs. "filter" vs. "freq domain " vs. "time domain"
over=4; % 4 samples/symbol
r=0.75; % roll-off

rcosinelen25 = rcosine(1, 4, fir' , 0.75);

h = rcosinelen25(5:20);

x=[-7000 -5000 -3000 -1000 100 030005000 7000]
yconv=conv(h,x) ; % (a) convolve x[n] * h[n]
n=1:length(yconv);stem(n,yconv)

xlabel(  ‘Time' );ylabel( 'yeonv' );title( 'Using conv function' ); figure
yfilt=filter(h,1,x) ; % (b) filter x[n] with h[n]
n=1:length(yfilt);stem(n,yfilt)

xlabel(  ‘Time' );ylabel( yfilt' );title( 'Using the filter command' ); figure
N=length(h)+length(x)-1; % pad length for FFT

ffth=fft([h zeros(1,N-length(h))]); % FFT of impulse response = H[K]
fftx=fft([X, zeros(1,N-length(x))]); % FFT of input = X[K]

fity=ffth .* fftx; % product of H[k] and X[k]
yfreg=real(ifft(ffty)); % (C)IFFT of product gives y[n]

% it's complex due to roundoff
n=1:length(yfreq); stem(n,yfreq)
xlabel(  'Time' );ylabel( 'yreq'  )stitle( 'Using FFT" ); figure

z=[zeros(1,length(h)-1),x]; % initial state in filter = 0

for k=1:length(x) % (d) time domain method
ytim(k)=fliplr(h)*z(k:k+length(h)-1); % iterates once for each x[k]

end % to directly calculate y[K]

n=1:length(ytim); stem(n,ytim)

xlabel(  ‘Time' );ylabel( 'ytim' );title( 'Using the time domain formula’' );

%end of function

Q-3
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Spring 2014 EE 445S Real-Time Digital Signal Processing Laboratory Prof. Evans
Discussion of handout on YouTube: http://www.youtube.com/watch?v=7E8 EBd3xK8

Adding Random Variables and Connections with the Signals and Systems Pre-requisite

Problem

A key connection between a Linear Systems and Signals course and a Probability course is that when
two independent random variables are added together, the resulting random variable has a probability
density function (pdf) that is the convolution of the pdfs of the random variables being added together.
That is, if X and Y are independent random variablesand Z = X + Y, then fz(z) = fx(z) * fv(z) where fr(r)
is the probability density function for random variable R and * is the convolution operation. This is
true for continuous random variables and discrete random variables. (An alternative to a probability
density function is a probability mass function. They represent the same information but in different
formats.)

a) Consider two fair six-sided dice. Each die, when rolled, generates a number in the range of 1
to 6, inclusive, with each outcome having an equal probability. That is, each outcome is
uniformly distributed. When adding the outcomes of a roll of these two six-sided dice, one
would have a number between 2 and 12, inclusive.

1) Tabulate the likelihood for each outcome from 2 to 12, inclusive.
2) Compute the pdf of Z by convolving the pdfs of X and Y. Compare the result to the first
part of this sub-problem (a)-(1).

b) Compute the pdf of continuous random variable Z where Z = X + Y and X is a continuous
random variable uniformly distributed on [0, 2] and Y is a continuous random variable
uniformly distributed on [0, 4]. Assume that X and Y are independent.

c) A constant value C can be modeled as a pdf with only one non-zero entry. Recall that the pdf
can only contain non-negative values and that the area under a continuous pdf (or equivalently
the sum of a discrete pdf) must be 1.

1) Plot the pdf of a discrete random variable X that is a constant of value C.

2) Plot the pdf of a continuous random variable Y that is a constant of value C.

3) Using convolution, determine the pdf of a continuous random variable Z where Z = X +
Y. Here, X has a uniform distribution on [0, 3] and Y is a constant of value 2. Assume
that X and Y are independent.

Solution

(@) (1) Likelihood for each outcome from 2 to 12

Let Xbe the number generated when the first die is rolled and Y be the number generated when the
second die is rolled. Since each outcome is uniformly distributed for each die, P(X = x) = 1/6 where x
€{1,2,3,4,56}and P(Y=y) =1/6 whereye {1, 2, 3, 4,5, 6}:

Z P(2)
2 1/36
3 2/36

Adding Random Variables Page S-1
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4 3/36
5 4/36
6 5/36
7 6/36
8 5/36
9 4/36
10 3/36
11 2/36
12 1/36

(2) Adding the two random variables results in another random variable Z = X + Y which takes on
values between 2 and 12, inclusive. Since the dice are rolled independently, the numbers generated are
independent.

n
PAZ = P (2= P (D) P(2) = D, P (k)P (2~ ).
k=]
The result of the conwolution of Py and Py

0.18

0.16 - !

0.14 - !

0.12- !

0.1 b

P,@)

0.08 [~ b

0.06 - !

0.04 - !

0.02 - !

The convolution of two rectangular pulses of the same length N samples gives a triangular pulse of
length 2N — 1 samples. Example calculations:

1
P=(2) = Py {I}P_},-(l} = 36
2
Pz(3) = P (U)p, (2) + P (20, (1) = ¢

3
p={4) = p, (1}]0;,—{3} + P (E}P;.,-(Z]' + P (3}]9_},-(1} = 36
Evaluating the above convolution, we get the same pdf as obtained in the table. The output of the
Matlab simulation of the convolution is displayed in the above graph. The conv method was used for
the convolution. The stem method was used for plotting.

(b) X is uniformly distributed on [0, 2]. Therefore f, (x} -; for all xe [0,2]. Similarly, since Y is

uniformly distributed on [0, 4], f, (¥} = :for all ye [0, 4].
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[ fohy= £z -tk - £ Dszs2
Joop(Zy= Folzis f(Z) = _l-fl_iﬂ- (A)= [, (2= A)dA = :i 2esr=4
: . . . O =z
[ fo08= folz- Rdi= - D=7s2
£(2)
1/4 +
> 4 6 z

(c) (1)The answer is a Kronecker (discrete-time) impulse located at x = C.

"

0 C X % .

(2) For a continuous random variable we require that Ifx(x)dx=1and this is satisfied by an

—00

continuous impulse (Dirac delta functional) at C. Mathematically, j&(x —-C)dx =1

f(x)

}‘ ___
T

0

C X %

—00

(3) X'is uniformly distributed on [0, 3]. Therefore f,(x} = ; for all xe [0, 3]. Y has a constant value of
2 and hence f, (¥} =&y =2}. Since X and Y are independent, Z= X + Y implies that

l

. ) — 2=z7=85
.lr_'f_:\.'l.z} -_iFJ_' I.-E::'*Iﬁ[:z_ E::l— 3
]

arferwise

This follows from the fact that convolution by &z - Z}shifts f, (z) by 2.
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