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Abstract

In a discrete multitone receiver, a time-domain equalizer (TEQ) reduces intersymbol inter-

ference (ISI) by shortening the e�ective duration of the channel impulse response. Current

TEQ design methods such as minimum mean-squared error (MMSE), maximum shortening

SNR (MSSNR), and maximum geometric SNR (MGSNR) do not directly maximize bit rate.

In this paper, we develop two TEQ design methods to maximize bit rate. First, we partition an

equalized multicarrier channel into its equivalent signal, noise, and ISI paths to develop a new

subchannel SNR de�nition. Then, we derive a nonlinear function of TEQ taps that measures

bit rate, which the proposed maximum bit rate (MBR) method optimizes. We also propose a

minimum-ISI method that generalizes the MSSNR method by weighting the ISI in the frequency

domain to obtain higher performance. The minimum-ISI method is amenable to real-time im-

plementation on a �xed-point digital signal processor. Based on simulations using eight di�erent

carrier-serving-area loop channels, (1) the proposed methods yield higher bit rates than MMSE,

MGSNR, and MSSNR methods; (2) the proposed methods give three-tap TEQs with higher bit

rates than 17-tap MMSE, MGSNR, and MSSNR TEQs; (3) the proposed MBR method achieves

the channel capacity (as computed by the matched �lter bound) with a six-tap TEQ; and (4)

the proposed minimum-ISI method achieves the bit rate of the optimal MBR method.
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I. Introduction

Multicarrier modulation, particularly Discrete Multitone (DMT) modulation, is one of the

most prominent modulation methods for high-speed digital communications. DMT partitions

a broadband channel into a large number of virtually independent, narrowband subchannels.

Ideally, each narrowband subchannel would have a 
at frequency response and could be modeled

as a gain plus additive white Gaussian noise (AWGN). The total number of bits transmitted over

the broadband channel would be the sum of the bits transmitted in each narrowband subchannel.

Modulation by the Inverse Fast Fourier Transform (IFFT) and demodulation by the Fast

Fourier Transform (FFT) create orthogonal subchannels. A spectrally shaped channel, however,

destroys the orthogonality between subchannels so that they cannot be fully separated at the

receiver, and causes both inter-carrier interference (ICI) and inter-symbol interference (ISI) [1].

One solution to prevent ISI is to add an appropriately long guard period at the beginning of

each DMT symbol. When the guard period is a cyclic pre�x, i.e. a copy of the last � samples of

a DMT symbol, ICI can be reduced.

Prepending a guard period of � samples to each DMT symbol eliminates ISI when � � L� 1

[2], where L is the length of the channel impulse response. The guard period reduces the channel

throughput by a factor of N=(N + �), where N is both the symbol length and FFT length.

When � becomes large relative to N , this factor decreases so that the performance loss can be

prohibitive. Hence, � is chosen to be relatively small compared to N .

A channel shortening equalizer, commonly known as time-domain equalizer (TEQ), is required

to shorten the length of the e�ective channel to the cyclic pre�x length �. The TEQ is a �nite

impulse response (FIR) �lter. The equalized channel, which is the cascade of the channel and the

TEQ, can be modeled as a delay by � samples followed by an FIR �lter whose impulse response

is the target impulse response (TIR) of � + 1 samples. The TIR would �t into a target window

of � + 1 samples starting at sample index � + 1 in the shortened impulse response (SIR). The

rest of the SIR would ideally be zero.

Three major approaches for TEQ design require training sequences. The �rst approach min-

imizes the mean-squared error (MSE), where the error is the di�erence between the received

symbol and desired symbol [3], [4], [5], [6], [7], [8]. The second approach estimates the channel

impulse response and designs a TEQ that minimizes the energy of the impulse response outside

of a target window, or equivalently, maximizes the shortening signal-to-noise ratio (SSNR) [9],
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[10]. Neither the minimum MSE (MMSE) method nor the maximum SSNR (MSSNR) method

directly maximizes the bit rate [11]. The third approach attempts to maximize bit rate by either

optimizing an approximation to the geometric SNR (GSNR) [11], [12], [13], [14], or by optimizing

the bit rate obtained by an adaptation algorithm [15].

The MMSE method [3] for TEQ design is based on a channel shortening method to decrease

the complexity of Viterbi decoders [16] and is shown in Fig. 1. In Fig. 1, both the TEQ impulse

response w = [w0 w1 � � � wNw�1]
T and the target impulse response (TIR) b = [b0 b1 � � � b� ]

T

are �nite in duration. If the error in Fig. 1 could be forced to be zero, then the SIR (upper path)

would be equal to the TIR (lower path) with a time delay di�erence. By controlling the TIR

length, we control the SIR length. Given the length of the TIR as � + 1, the goal is to �nd the

TIR b, delay �, and TEQ w that minimize the MSE. The lower path in Fig. 1 is not physically

implemented but serves as a mechanism to calculate the TEQ.

The MMSE method prevents a trivial solution during optimization by placing a unit-tap con-

straint on the TIR b [3], [5], or a unit-energy constraint on either the TIR b or the TEQ impulse

response w. The unit-energy constraint gives a smaller MSE than a unit-tap constraint [6]. The

optimal MMSE solution under the unit-energy constraint is the eigenvector corresponding to the

minimum eigenvalue of a channel and noise dependent matrix [6], [16].

For the MMSE TEQ design method with a unit-energy constraint, iterative algorithms have

been proposed to lower the computational cost, especially for the eigenvalue decomposition.

Several algorithms discussed in [4] use frequency domain adaptation and time domain windowing

to minimize the MSE. Although computationally e�cient, these adaptive methods show slow

convergence. Two fast iterative algorithms compute the minimum eigenvalue by using a modi�ed

power method [7] and Rayleigh minimization by exploiting asymptotic equivalence of Toeplitz

and circulant matrices to estimate the Hessian matrix of a quadratic form [8].

The aforementioned MMSE methods do not have control over the frequency response of the

TEQ. For example, a TEQ designed with these methods would have some gain over unused

subchannels which would contribute only to the noise and not to the desired signal. Also, many

MMSE optimal TEQs have deep nulls in the frequency domain. Those subchannels with deep

nulls become useless. One solution to this problem is to add frequency weighted energy of the

TEQ to the objective function (i.e. MSE) [17]. By placing a large positive weighting on unused

subchannels, the energy in these subchannels can be minimized along with the MSE.
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Another way to incorporate frequency domain control into the MMSE design method is per

tone equalization [18]. Instead of having a TEQ followed later by a one-tap frequency domain

equalizer (FEQ) for each subchannel, the TEQ is eliminated by a FEQ with multi-tap FIR �lters.

That is, the TEQ is mapped into the FEQ. This approach minimizes the MSE in each subchannel

separately instead of minimizing the MSE in the time domain. Although this approach o�ers

some frequency domain control, it is still based on minimizing the MSE and does not directly

maximize bit rate.

The MSSNR method [9] is based on the observation that ISI is caused by the part of the SIR

that lies outside of the target window. The SSNR is de�ned as the ratio of the energy of the SIR

inside the target window to the energy outside of the target window [9]. The error de�nition

in the MMSE approach includes this part of SIR but also includes the di�erence between the

TIR and SIR inside the target window [10]. Therefore, minimizing the MSE does not necessarily

minimize the SIR outside of the target window.

The MSSNR method directly minimizes the part of the SIR that causes ISI. This is a more

e�ective method to reduce ISI than methods based on the MSE. The MSSNR method, however,

uses only the channel impulse response when calculating the optimum TEQ, which means that

it ignores the e�ect of the noise and transmit power spectrum. Since the bit rate is a function of

noise, channel gain, and transmit power spectrum, a bit rate optimal TEQ design method must

take into account all three when computing the optimum TEQ. As a consequence, the MSSNR

method cannot optimize bit rate.

The Maximum GSNR (MGSNR) TEQ method [11] would maximize the bit rate if several

restrictive conditions, ideal assumptions, and simpli�cations were to hold. Because the theoretical

basis of the MGSNR TEQ method provides useful background information in the derivation of

our proposed methods, we present the MGSNR method in Section II-B.

Instead of using a closed-form approximation for bit rate as in the MGSNR method, an alter-

nate approach [15] uses an adaptation algorithm to calculate the bit rate for a given TEQ. This

rather computationally complex adaptation algorithm returns the bit rate by using a mixture

of time domain and frequency domain calculations. A multidimensional optimization method is

used to optimize the bit rate. At every iteration of the optimization algorithm, the adaptation

algorithm has to be used to calculate the bit rate.

We propose a new model for subchannel SNR that is based on the equivalent signal, noise, and
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ISI paths of an equalized multicarrier channel [19]. We de�ne the impulse response of the signal

path as the part of the SIR lying inside the target window and the impulse response of the ISI

path as the part of the SIR lying outside of the target window. We calculate the equivalent paths

in the frequency domain by using the FFT and use this model to derive the optimal maximum bit

rate (MBR) TEQ. The design of the optimal TEQ requires constrained nonlinear optimization

which is impractical for cost-e�ective real-time implementations. Therefore, we propose a fast,

near-optimal, minimum-ISI (min-ISI) method. The min-ISI method places the ISI in subchannels

with high noise power.

The min-ISI method is intended for use in standard-compliant ADSL transceivers. These ADSL

transceivers employ a periodic pseudo-noise training sequence followed later by an aperiodic

pseudo-noise training sequence during initialization. The periodic training sequence consists of

one �xed symbol without a cyclic pre�x (the sequence is 1024 to 1536 symbols in the G.DMT

standard). Although it is common for a receiver to use this sequence to train the TEQ, the

standard does not require the TEQ to be designed at this point, nor does it prevent the TEQ

from being modi�ed or redesigned when receiving the aperiodic sequence. The aperiodic sequence

is transmitted with a cyclic pre�x. It is common for the receiver to use the aperiodic sequence

to estimate the signal power and noise power in the subchannels of the equalized (shortened)

channel. At the end of the aperiodic sequence, the receiver sends bit allocation information for

each subchannel to the transmitter. In the G.DMT standard, the aperiodic sequence contains

16,384 symbols, and only a small portion of these symbols is necessary to determine the bit

allocation. Hence, the �rst portion of symbols could be used to estimate the signal and noise

power in each subchannel of the (unequalized) channel to generate the frequency weighting for

the min-ISI method. Once the min-ISI method designs the TEQ, the TEQ could then be applied

to the remaining aperiodic symbols to determine the bit allocation for the equalized channel.

We have implemented the min-ISI method (except for the frequency weighting) on three dif-

ferent �xed-point digital processors: Texas Instruments TMS320C6200 and TMS320C5000, and

Motorola 56000. The source code is available at

http://www.ece.utexas.edu/~bevans/projects/adsl/index.html

The implementations are based on fast low-memory algorithms for the min-ISI and MSSNR

methods [20]. Also on the above Web site, we have released a DMT TEQ design Matlab toolbox

that implements the two proposed TEQ design methods and eight other TEQ design methods.
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The toolbox is driven by a graphical user interface and may be extended to include other TEQ

design methods.

The paper is organized as follows. Section II summarizes background information including the

capacity of a multicarrier modulated channel, and the MGSNR TEQ design method. Section

III presents the new model for subchannel SNR. Section IV derives the optimal MBR TEQ

that maximizes the bit rate based on the new subchannel SNR model. Section V proposes the

computationally e�cient, near-optimal min-ISI method that generalizes the MSSNR method by

weighting the ISI in the frequency domain. Section VI presents simulations results. In this

section, we compare the performance of the proposed methods with the MMSE, MSSNR, and

MGSNR methods and with channel capacity. Section VII concludes this paper.

II. Background

This section introduces necessary background information for the derivation of a new subchan-

nel SNR de�nition in the next section and reviews the MGNSR TEQ design method. Section II-A

de�nes the capacity and achievable bit rate of a multicarrier modulated channel. Section II-B

describes the MGSNR TEQ method for maximizing an approximation to the achievable bit rate.

A. Capacity of a Multicarrier Channel

Modulation with a N -point IFFT generates two one-dimensional (real) (DC and Nyquist fre-

quencies), and N=2 � 1 two-dimensional (complex) subchannels. For an adequately long cyclic

pre�x, it is reasonable to assume that the channel gain and noise power in each subchannel is


at. In this case, each subchannel can be modeled as an independent AWGN channel. The

capacity of a multicarrier channel can be written in terms of bits per symbol as [2]

CDMT =
X
i2S

log2

�
1 + SNRMFB

i

�
bits/symbol (1)

The maximum achievable bits per symbol, on the other hand, can be written as

bDMT =
X
i2S

log2

 
1 +

SNRMFB
i

�

!
bits/symbol (2)

where i is the subchannel index, S is the set of the indices of the used �N subchannels out of

N=2 + 1 subchannels, SNRMFB
i is the matched �lter bound of the SNR in the ith subchannel

and is de�ned below in (3), and � is the SNR gap for achieving Shannon channel capacity and

is assumed to be constant over all subchannels [21]. The bit rate can be calculated from (2) by
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multiplying by the symbol rate, which is 4 kHz in the ADSL standards. In downstream G.DMT

transmission, for example, the symbol rate is calculated as the sampling frequency (2.208 MHz)

divided by samples per symbol (512+32=544) and multiplied by 68/69 to adjust for the �xed

symbol in every frame of 69 symbols.

The SNR gap is a function of several factors, including the modulation method, allowable

probability of error Pe, gain of any coding applied 
eff , and desired system margin 
m. The

SNR gap can be approximated in the case of quadrature amplitude modulation (QAM) as [21]

� �

m

3
eff

�
Q
�1

�
Pe

2

��2

Assuming that the input signal and noise are wide sense stationary, the SNR in the ith subchannel

can be de�ned as

SNRMFB
i =

Sx;ijHij
2

Sn;i
(3)

where Sx;i and Sn;i are the transmitted signal and channel noise power, respectively, and Hi is

the gain of the channel spectrum in the ith subchannel. We also assume that the subchannels are

narrow enough so that the channel frequency response and transmitted signal power spectrum

are constant in each subchannel. The de�nition in (3) does not include the e�ect of ISI or any

equalizer. It is the maximum achievable SNR or the matched �lter bound (MFB). If the channel

causes ISI or an equalizer has been used, then the de�nition has to be modi�ed.

B. The Geometric TEQ Method

Al-Dhahir and Cio� [11] propose a method to incorporate the optimization of achievable bit

rate into the TEQ design. The goal is to use the ultimate performance measure as an objective

function in the TEQ design procedure. Their derivation starts with the de�nition of the GSNR

which is a useful measure related to the bit rate

GSNR = �

0
@"Y

i2S

 
1 +

SNREQ
i

�

!#1= �N
� 1

1
A (4)

Maximizing the GSNR is equivalent to maximizing the bit rate [11]. In (4), the subchannel SNR

de�ned in (3) is modi�ed to include the e�ect of the equalizer [11]

SNREQ
i =

Sx;ijBij
2

Sn;ijWij
2

(5)

where Sx;i is the signal power, Sn;i is the noise power, and Bi and Wi are the gain of b and w

in the ith subchannel, respectively.
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Recall that the equalized channel can be modeled as a delay by � samples followed by an FIR

�lter whose impulse response is the TIR. Al-Dhahir and Cio� state the optimum TIR problem

as:

bopt = argmax
b

X
i2S

ln jBij
2 s.t. kbk2 = 1 and bTR�b � MSEmax (6)

Here, R� is a channel-dependent matrix and MSEmax is a channel-dependent parameter which

limits the MSE. The nonlinear constrained optimization problem in (6) does not have a closed-

form solution, but may be solved by numerical methods.

The MGSNR TEQ method is not optimum (in the sense of maximizing bit rate) due to several

approximations. One approximation is in the GSNR de�nition itself| the method maximizes an

approximation to the actual GSNR. The objective function is derived based on the assumption

that the TIR and the TEQ coe�cients are independent. However, this is not the case because

the \optimal" TEQ coe�cients are calculated from the \optimal" TIR coe�cients using

wT
o = bToRxyR

�1
yy (7)

where wo and bo are the \optimal" TEQ and TIR vectors, respectively, and Rxy and Ryy the

input-output cross-correlation and output autocorrelation, respectively.

The most important approximation, however, is in the de�nition of the subchannel SNR,

SNREQ
i in (5), which includes the e�ect of the equalizer but not the e�ect of the ISI, even

though the objective of the TEQ is to minimize ISI. This issue has been addressed [22] by

modifying the SNR de�nition to include an ISI term:

SNRISI
i =

Sx;ijBij
2

Sx;ijBi �WiHij2 + Sn;ijWij2
(8)

However, this modi�ed de�nition is only used to evaluate the performance of the MGSNR TEQ

method, which is still based on the de�nition given in (5).

In summary, the drawbacks of the MGSNR TEQ method are that

� its derivation is based on a subchannel SNR de�nition SNREQ
i that does not include the

e�ect of ISI;

� it depends on the parameter MSEmax which has to be tuned for di�erent channels;

� its objective function assumes that b and w are independent; and

� it requires a constrained nonlinear optimization solution.

Considerable e�ort has been spent to overcome the last issue listed above. Farhang-Boroujeny

and Ding [14] propose an eigen-approach based sub-optimum solution to overcome the compu-
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tational complexity of the constrained nonlinear optimization solver. This approach achieves

similar performance with lower computational complexity. For some channels, this sub-optimum

approach gives better performance, which proves that the MGSNR TEQ method is not optimum.

Lashkarian and Kiaei [12] propose a projection onto convex sets method to iteratively solve the

constrained nonlinear optimization problem with lower computational load. Chiu, Tsai, Liau and

Troulis [13] reformulate the constrained nonlinear optimization method and propose an inverse

power method to solve it. This approach also reduces computational complexity and in some

cases gives better performance than the MGSNR TEQ method.

III. A Model for Subchannel SNR

In this section, we motivate the derivation of the equivalent impulse responses for the signal,

ISI, and the noise path with an example, and use this derivation to model subchannel SNR.

A. Example: The Equivalent Impulse Responses for the Signal, ISI, and Noise Paths

Consider a DMT system with an FFT size of N = 4, and a cyclic pre�x length of � = 1.

Consider transmission of two DMT symbols a = [a1 a2 a3 a4] and b = [b1 b2 b3 b4] over an equalized

channel ~h = h�w as shown in Fig. 2. The length of the equalized channel ~h = [~h1 ~h2 ~h3 ~h4] is four,

and its delay is assumed to be � = 1. Since the length of the equalized channel is longer than

�+1, ISI will occur. With the addition of the cyclic pre�x, the symbols become â = [a4 a1 a2 a3 a4]

and b̂ = [b4 b1 b2 b3 b4] which form the transmit sequence x = [â b̂].
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The received signal y = x � ~h+ ~n can be expressed as:

2
666666666666666666666666666666666666664

y1

y2

y3

y4

y5

y6

y7

y8

y9

y10

y11

y12

y13

3
777777777777777777777777777777777777775

=

2
666666666666666666666666666666666666664

~h1a4

~h1a1 + ~h2a4

~h1a2 + ~h2a1 + ~h3a4

~h1a3 + ~h2a2 + ~h3a1 + ~h4a4

~h1a4 + ~h2a3 + ~h3a2 + ~h4a1

~h1b4 + ~h2a4 + ~h3a3 + ~h4a2

~h1b1 + ~h2b4 + ~h3a4 + ~h4a3

~h1b2 + ~h2b1 + ~h3b4 + ~h4a4

~h1b3 + ~h2b2 + ~h3b1 + ~h4b4

~h1b4 + ~h2b3 + ~h3b2 + ~h4b1

~h2b4 + ~h3b3 + ~h4b2

~h3b4 + ~h4b3

~h4b4

3
777777777777777777777777777777777777775

+

2
666666666666666666666666666666666666664

~n1

~n2

~n3

~n4

~n5

~n6

~n7

~n8

~n9

~n10

~n11

~n12

~n13

3
777777777777777777777777777777777777775

'

&

$

%

delay !

CP !

CP !

tail !
desired part

(9)

where ~n is the additive channel noise at the output of the equalizer, and '�' represents linear

convolution. The received signal can be partitioned as follows:

� y1: The equalized channel has a delay of one, the �rst received sample is invalid.

� y2: The �rst transmitted sample is a cyclic pre�x and is ignored.

� y3 � y6: These samples correspond to the �rst received DMT symbol ~a.

� y7: This sample is the cyclic pre�x of the second symbol and is dropped.

� y8 � y11: These samples correspond to the second received DMT symbol ~b.

� y12�y13: We have received all symbols transmitted, the remaining samples are invalid. They

are caused by the duration of the channel impulse response.

In order to demodulate the received DMT symbols ~a and ~b correctly, the channel length has

to be at most � + 1 = 2. Since the channel impulse response length in this example is four, the

received symbols have an ISI component in addition to the desired signal component and the

noise component

y = x � ~hsignal + x � ~hISI + ~n (10)

where ~hsignal is the equivalent signal path impulse response and ~hISI is the equivalent ISI path

impulse response.
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� The Desired Signal Component: A cyclic pre�x length of � = 1 sample prevents ISI for

channels up to length � + 1 = 2. In the ideal case in which the channel is shortened to this

length, the received symbols are the four-point circular convolution of the transmitted sym-

bols and the channel impulse response. Then, the transmitted subsymbols can be recovered

by dividing the received subsymbols by the channel frequency response (i.e. a one-tap FEQ).

Therefore, the desired component of the received signal is

x � ~hsignal = x � [0 ~h2 ~h3 0] = [xsignaldelay a
signal
CP asignal b

signal
CP bsignal x

signal
tail;1 x

signal
tail;2 ] (11)

where '*' represents linear convolution, xsignaldelay is the sample to be omitted due to the channel

delay, asignalCP and bsignalCP are the cyclic pre�xes of the symbols a and b, respectively, and xsignaltail;1

and x
signal
tail;2 are the samples to be omitted due to the tail. Then, the received symbols are

asignal = a
 ~hsignal (12)

bsignal = b
 ~hsignal (13)

where 
 represents circular convolution. All these terms are shown in (9).

� The ISI Component: All additional components outside the oval box in (9) are ISI terms

and are due to the extra nonzero taps in the channel impulse response. The ISI terms can

be written as follows:

x � ~hISI = x � [~h2 0 0 ~h4] = [xISIdelay a
ISI
CP a

ISI
b
ISI
CP b

ISI
x
ISI
tail;1 x

ISI
tail;2] (14)

� The Output Noise Component: The last component of the received symbols corresponds

to the additive noise ~n which is the �ltered version of the channel noise by the equalizer.

Therefore, the equivalent path for the noise consists only of the equalizer. That is,

~n = w � n = hnoise � n

The equivalent signal path impulse response hsignal and the equivalent ISI path impulse re-

sponse hISI can be obtained from the equalized impulse response by using a window function g

as

hsignal = ~h� g = [~h1 ~h2 ~h3 ~h4]� [0 1 1 0] = [0 ~h2 ~h3 0]

hISI = ~h� (1� g) = [~h1 ~h2 ~h3 ~h4]� [1 0 0 1] = [~h1 0 0 ~h4]

where � represents element by element multiplication, and g is a zero vector everywhere except

it is one for the � + 1 = 2 elements starting at index � + 1 = 2 and 1 is a vector of all ones.

July 19, 2001 DRAFT



12 IEEE TRANS. ON SIGNAL PROCESSING

B. Generalization of the Equivalent Path Impulse Responses

The example in Section III-A can be generalized so that any received signal can be partitioned

into the desired signal, ISI, and noise components. The signal and ISI components are linear

�ltered versions of the same transmitted signal. The �lters can be obtained by partitioning the

equalized channel impulse response. One of the �lters is formed from the samples of the equalized

channel inside the target window. We call this the equivalent signal path impulse response hsignalk .

The second �lter is formed from the remaining samples of the equalized channel impulse response

and is named the equivalent ISI path impulse response hISIk .

In general, the two equivalent paths can be represented as:

h
signal
k = ~hkgk

h
ISI
k = ~hk(1� gk) (15)

Here, ~hk = hk � wk, hk and wk are the channel impulse response and TEQ, respectively, and

gk =

8><
>:

1 � + 1 � k � �+ � + 1

0 otherwise

represents the target window.

Fig. 3(a){(c) show a simulated channel, equalizer, and equalized channel (in continuous form

for illustration purposes). Fig. 3(d){(f) show the signal path, ISI path and the sum of both paths

which is equal to the equalized channel. The equalizer could not shorten the channel to �t inside

the target window. Therefore, a small part of the equalized channel acts as the equivalent ISI

path impulse response.

The portion of the received signal corresponding to the additive noise of the channel is �ltered

by the equalizer. The equivalent noise impulse response is equal to the equalizer taps:

h
noise
k = wk

Fig. 4 shows the original channel, the equalizer, and the three equivalent paths in an equalized

channel.

C. New De�nition of Subchannel SNR

As described in the previous section, the received signal consists of three components: the

desired signal component, the ISI component, and the output noise component. The SNR can
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be de�ned as:

SNR =
signal power

noise power + ISI power

With this de�nition, we assume that ISI is a second additive noise source in the channel, which

reduces the SNR in the same manner as channel noise does. This is an approximation that

ignores the correlation between ISI and signal.

Using the equivalent path de�nitions, we de�ne a new subchannel SNR, SNRNEW
i , to incor-

porate both types of distortion as

SNRNEW
i =

Sx;ijH
signal
i j2

Sn;ijH
noise
i j2 + Sx;ijH

ISI
i j2

(16)

where Sx;i, Sn;i, H
signal
i , Hnoise

i , and HISI
i are the transmitted signal power, channel noise

power (before the equalizer), signal path gain, noise path gain, and the ISI path gain in the ith

subchannel, respectively. The equivalent path gains in subchannel i are the ith FFT coe�cients

of the equivalent path impulse responses.

When the channel is perfectly equalized to the desired length, the ISI path impulse response

is equal to zero. In this case,

h
signal
k = ~hk = hk � wk ! H

signal
i =WiHi

h
noise
k = wk ! H

noise
i =Wi

h
ISI
k = 0 ! H

ISI
i = 0

and the subchannel SNR (SNRNo ISI
i ) can be written as

SNRNo ISI
i =

Sx;ijWij
2jHij

2

Sn;ijWij2
=
Sx;ijHij

2

Sn;i
(17)

This is equal to the MFB, SNRMFB
i , given in (3) and is the maximum achievable SNR. This is

expected since the SNR should be maximum when there is no ISI. Note that the second equality

in (17) is valid only if jWij is nonzero. For the subchannels in which jWij is equal to zero, the

equalizer stops the signal and noise which makes the de�nition of SNR meaningless.

To substitute Hsignal
i , HISI

i , and Hnoise
i in (16), N -point FFTs of hsignalk , hISIk , and hnoisek are

required. As a result of the convolution of the channel of length L and the equalizer of length

Nw the length of hsignalk and hISIk is L + Nw � 1. Furthermore, the length of hnoisek is equal to

that of wk, which is Nw.
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To obtain length-N sequences, we either pad zeros (if the sequence is shorter than N) or drop

the last few samples (if the sequence is longer than N). The TEQ is always shorter than N

(Nw < N). The length of the SIR, however, may be longer than N . In practice, the channel

impulse response would be calculated by taking the N -point IFFT of the channel frequency

response which would result in a impulse response length of L = N . After convolving with the

TEQ impulse response, the SIR would have a length of N +Nw � 1.

Under these assumptions, we need to pad zeros to the noise path impulse response (which is

the TEQ impulse response). And we need to drop Nw � 1 samples from the signal and ISI path

impulse responses. This process does not cause any error for the signal path impulse response

since the target window is placed near the energy concentration of the SIR and the samples near

the tail are already zeroed out. In the ISI path case, however, a small error is introduced by

dropping the samples between indices N + 1 to N + Nw � 1. Our simulations show that the

energy in the dropped samples is about 50 dB below the total energy of the ISI path impulse

response. Since the SIR has most of its energy at the beginning of the response, this error is

small and can be ignored.

IV. The Optimal Maximum-Bit-Rate (MBR) Equalizer

In this section, we develop a method for optimizing TEQ design for bit rate. To write the

achievable bit rate in terms of the TEQ tap values, we derive the subchannel SNRs as a function

of the TEQ taps. Including the zero padding and sample dropping mentioned in Section III-C,

we rewrite the equivalent signal, ISI, and noise path impulse responses in matrix form as

hsignal = GHw

hISI = DHw (18)

hnoise = Fw

where hsignal, hISI , and hnoise are length-N vectors representing the equivalent signal, ISI, and

noise path impulse responses, respectively. The N �Nw matrix H is de�ned as the �rst N rows
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of the convolution matrix of the channel,

H =

2
6666666666666666664

h0 0 0 � � � 0

h1 h0 0 � � � 0
...

...
...

. . .
...

hNw�1 hNw�2 hNw�3 � � � h0

hNw hNw�1 hNw�2 � � � h1

...
...

...
. . .

...

hN�1 hN�2 hN�3 � � � hN�Nw

3
7777777777777777775

G and D are N �N diagonal matrices representing the window function gk and 1� gk de�ned

as

G = diag(

N elementsz }| {
0; � � � ; 0| {z }
� zeros

; 1; � � � ; 1| {z }
�+1ones

; 0; � � � ; 0)

and

D = diag(

N elementsz }| {
1; � � � ; 1| {z }
�ones

; 0; � � � ; 0| {z }
�+1 zeros

; 1; � � � ; 1)

where diag(�) forms a diagonal matrix from its vector argument. The N�Nw matrix F is de�ned

as

F =

2
64 INw�Nw

0(N�Nw)�Nw

3
75

Here, INw�Nw represents an Nw�Nw unity matrix and 0(N�Nw)�Nw represents an (N�Nw)�Nw

matrix consisting of zeros. De�ne the FFT vector as

qi =

�
1 ej2�i=N ej2�2i=N � � � ej2�(N�1)i=N

�T
(19)

so that the inner product of qHi with a N -point vector gives the ith FFT coe�cient of that vector.

Using (18) and (19),

H
signal
i = qHi GHw

H
ISI
i = qHi DHw (20)

H
noise
i = qHi Fw

Finally, by substituting (20) in (16), we obtain

SNRNEW
i =

Sx;ijq
H
i GHwj

2

Sn;ijq
H
i Fwj

2 + Sx;ijq
H
i DHwj

2
(21)
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This de�nition includes the e�ects of both ISI and a TEQ.

Now our goal is to �nd the optimal TEQ which maximizes bDMT . We rewrite (21) as

SNRNEW
i =

wTHTGTqiSx;iq
H
i GHw

wTFTqiSn;iq
H
i Fw+wTHTDTqiSx;iq

H
i DHw

(22)

=
wTAiw

wTBiw
(23)

where

Ai = HTGTqiSx;iq
H
i GH

Bi = FTqiSn;iq
H
i F+HTDTqiSx;iq

H
i DH

Substituting this result into (2), we obtain

bDMT =
X
i2S

log2

 
1 +

1

�

wTAiw

wTBiw

!
bits=symbol (24)

which gives the achievable capacity as a function of the TEQ taps. Thus, we can maximize bDMT

using nonlinear optimization methods such as the quasi-Newton, conjugate gradient, or simplex

algorithms [23]. The global optimum of this nonlinear optimization problem would give us the

maximum bit rate (MBR) TEQ. In practice, however, we cannot guarantee convergence to the

global optimum.

The only constraint required in (24) is w 6= 0, which is to prevent the denominator from

becoming zero. In practice, however, the constraint would be implemented by choosing a nonzero

initial value for w. Contrary to quadratic minimization problems in which the zero vector is the

optimum solution, most optimization algorithms applied to (24) would not converge towards the

zero vector because that would minimize bit rate by reducing the denominator term [23].

We do not consider the MBR TEQ method to be a practical solution to the equalization

problem. Instead, we use it only as a benchmark for achievable performance. We use the

Broyden-Fletcher-Goldfarb-Shanno quasi-Newton algorithm in Matlab's optimization toolbox

(24) to �nd the MBR TEQ.

The model proposed in Section III leads to a nonlinear optimization problem to �nd the optimal

MBR TEQ as in the MGSNR TEQ method [11] but with the following di�erences:

� The proposed subchannel SNR model includes the e�ect of ISI and no unrealistic assumptions

are used to obtain the achievable capacity as a function of equalizer taps;
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� No constraints are required for the new optimization problem, which enables the use of a

variety of faster optimization methods;

� No ad-hoc parameters, such as MSEmax, need to be adjusted for di�erent channels; and

� The MBR TEQ is directly obtained from the optimization, unlike the MGSNR TEQ method

in which the equalizer is calculated using (7) after the TIR is obtained from the optimization.

V. The Near-Optimal Minimum-ISI (min-ISI) Equalizer

Calculating the MBR TEQ requires solving a nonlinear optimization problem. Even if a

fast optimization algorithm were used, �nding the global optimum can be a computationally

expensive process. In order to use an equalizer in a practical system, we have to avoid nonlinear

optimization. In this section, we propose the min-ISI equalizer which can be calculated without

using a globally optimal constrained nonlinear optimization solver.

The idea behind the min-ISI method can be explained from (22). Both the numerator and the

denominator of (22) are power terms. Since a power term is always nonnegative, minimizing the

distortion power in each subchannel is equivalent to minimizing the sum of the distortion powers

over all subchannels:

Pd (w) =
X
i2S

�
wTFTqiSn;iq

H
i Fw+wTHTDTqiSx;iq

H
i DHw

�

After normalizing by Sn;i, we obtain

P
norm
d (w) =

X
i2S

wTFTqiq
H
i Fw+

X
i2S

wTHTDTqi

 
Sx;i

Sn;i

!
qHi DHw (25)

where qHi Fw is the ith N -point FFT coe�cient of w. Thus, the �rst term in (25) is the square

sum of the N -point FFT coe�cients of w, which is equal to the square sum of the coe�cients of

w due to Parseval's Theorem:

P
norm
d (w) = wTw+wTHTDT

X
i2S

 
qi
Sx;i

Sn;i
qHi

!
DHw (26)

The �rst term does not a�ect the minimization of (26) for a constant norm w (the optimal w

can always be scaled to force wTw = 1). While minimizing the distortion power, a constraint is

required to prevent the minimization of the signal power as well. Therefore, we de�ne the TEQ

design problem as

argmin
w

 
wTHTDT

X
i2S

 
qi
Sx;i

Sn;i
qHi

!
DHw

!
s.t. jjhsignaljj2 = 1 (27)
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or alternatively as

argmin
w

�
wTXw

�
s.t. wTYw = 1 (28)

where

X = HTDT
X
i2S

 
qi
Sx;i

Sn;i
qHi

!
DH

Y = HTGTGH

The constraint also ensures that the norm of the signal path impulse response is one. Hence, the

output signal power is equal to the input signal power.

The proposed method in (27) is a generalization of the MSSNR method [9]. The constraints

in both methods are equivalent in setting the norm of signal path impulse response to one. The

MSSNR method minimizes the norm of the ISI path impulse response. The proposed method,

on the other hand, minimizes a weighted sum of the ISI power, hence the name min-ISI. The

weighting is with the inverse of the noise power. Both methods would be equivalent if the signal

power to noise power ratio were constant for all subchannels and all subchannels (including the

DC, Nyquist, and POTS splitter subchannels) were used.

In (27), the weighting by Sx;i=Sn;i ampli�es the objective function (which measures the ISI) in

the subchannels with low noise power (high SNR). A small amount of ISI power in subchannels

with low noise power can reduce the SNR in that subchannel dramatically, which in turn would

reduce the bit rate. In subchannels with low SNR, however, the noise power is large enough to

dominate the ISI power, so the e�ect of the ISI power on the SNR is negligible. This explains

why the MSSNR method is not optimal in the sense of maximum channel capacity| it treats

ISI in low and high SNR subchannels equally.

VI. Simulations

We present simulation results to analyze and compare the performance of the proposed MBR

and min-ISI methods with the MMSE, MGSNR, and MSSNR methods. We use the eight stan-

dard carrier-serving-area (CSA) loops in Fig. 5 as our test channels. The channel data is gener-

ated using Linemod software [24]. All channel impulse responses consist of 512 samples sampled

at a rate of 2.208 MHz. We add a �fth-order Chebyshev highpass �lter with cuto� frequency of

5.4 kHz and passband ripple of 0.5 dB to each CSA loop to take into account the e�ect of the
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splitter at the transmitter. The DC channel (channel 0), channels 1-5, and the Nyquist channel

are not used.

We model the channel noise as �140 dBm AWGN distributed over the entire bandwidth plus

near-end-cross-talk (NEXT) noise. The NEXT noise consists of 8 ADSL disturbers as described

in the ANSI T1.413-1995 standard [25]. The input signal power is 23 dBm distributed equally

over all used subchannels and the FFT size is set to N = 512.

Delay optimization has been applied by running all methods for all possible delays in the

range of 1 to 50 samples, except for the methods based on optimization (MGSNR and MBR).

The optimum delay as well as the initial point for the MGSNR TEQ method has been obtained

from the MMSE method. That means that the MGSNR TEQ optimization starts with the

optimal MMSE solution and delay. After experimenting with the constraint parameter MSEmax

for the best performance of the MGSNR method, we set it to be 2 dB above the MSE obtained

from the MMSE method. The optimum delay and the initial point for the MBR TEQ has been

obtained from the min-ISI TEQ method. In the case when Nw � �, the method in [26] instead

of the original MSSNR method in [9] is used.

Bandwidth optimization is applied by shutting down (i.e., by not assigning any transmit power

to) subchannels with initial SNR lower than the required SNR to transmit two bits with a given

SNR gap of 9:8 + 6 � 4:2 = 11:6 dB. This corresponds to system margin of 6 dB and a coding

gain of 4.2 dB. We are not using any bit loading algorithm, so all bit rate results are calculated

from the SNR distribution after the TEQ is placed into the system. We assume that the power

allocation is constant over all used subchannels and that it is not changed after the TEQ is

placed into the system.

A. Performance versus number of equalizer taps Nw and cyclic pre�x length �

We analyze the performance of the aforementioned TEQ methods with respect to the number

of equalizer taps Nw and cyclic pre�x length �. We �rst set � = 32 as dictated by the ADSL

standard for downstream transmission and vary the number of taps in the TEQNw. This analysis

is intended to give us insight about how many TEQ taps we need to obtain highest performance

for all methods. The results are shown in Fig. 6.

Fig. 6 shows bit rate vs. Nw. Even though it is for CSA loop #4, it is representative of the

performance of the TEQ design methods for the other standard CSA loops. The MBR and

min-ISI methods achieve bit rates within 96% of the upper bound with only three TEQ taps.
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For more than three TEQ taps, the bit rate of the MBR and min-ISI methods stays above 96%

of the upper bound. On the other hand, the bit rate for MSSNR, MMSE, and MGSNR peaks,

then declines, and then oscillates as Nw increases. MSSNR is only competitive with the MBR

and min-ISI methods for very short TEQs (Nw < 6). For Nw = 32, the bit rate for MSSNR,

MMSE, and MGSNR drops to 70% of the upper bound or less. The MBR and min-ISI methods

can give higher bit rates than the other three methods for any TEQ size. The MBR and min-ISI

methods give virtually the same performance, with the MBR method having a slightly better bit

rate. The di�erence, however, would not be worth the extra e�ort of a nonlinear optimization

required by the MBR method.

From Fig. 6, it might be concluded that for the min-ISI and MBR methods, a cyclic pre�x of

32 is not required. Since large cyclic pre�x reduces the throughput of the channel, we would like

to �nd the smallest length under which the upper bound on bit rate can be achieved. To do so,

we set Nw = 17 and vary � from 2 to 36. The results are shown in Fig. 7.

In Fig. 7, the MBR and min-ISI methods achieve the maximum bit rate for a cyclic pre�x of

11 samples when a 17-tap TEQ is used. The MGSNR method outperforms the MSSNR method

(except for cyclic pre�x lengths of 3, 13, and 14) and the MMSE method. The MGSNR method

is only competitive with the MBR and min-ISI methods for short cyclic pre�x lengths (� � 8).

As � increases, the bit rates achieved by the MSSNR, MGSNR, and MMSE methods essentially

decrease, then increase, and �nally decrease. The slope in the performance of the upper bound

is caused by the bit rate reduction by the factor N
N+� which is due to the increase in the cyclic

pre�x length.

Fig. 6 suggests that a three-tap equalizer can e�ectively shorten a channel. The objective of

Fig. 8 is to �nd the smallest possible cyclic pre�x length given a three-tap equalizer. With a

three-tap equalizer, the MBR, min-ISI, and MSSNR methods achieve the upper bound on bit

rate for � = 25. Using the min-ISI method, a three-tap equalizer and a cyclic pre�x length of

25 can outperform all previously reported methods with up to 32 TEQ taps and a cyclic pre�x

length smaller than 36. The MMSE and the MGSNR TEQ methods are not competitive with

the other methods for small Nw.

B. Achievable bit rates for the CSA loops

The bit rate results for all methods on all eight channels are listed in Table I for Nw = 17

equalizer taps and � = 32 cyclic pre�x length, and Table II for Nw = 3 and � = 32. All results
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are obtained by averaging over 25 measures.

Table I suggests that given a 17-tap equalizer, the bit rate losses are 30{57% for MMSE, 18{

39% for MSSNR, and 6{32% for MGSNR, 1{2% for min-ISI, and less than 1% for MBR methods.

Table II suggests that a three-tap equalizer can perform within 4% bit rate loss provided that

either the minimum-ISI method or the MBR method is used to design it. For a three-tap

equalizer, the bit rate losses are 3{8% for MSSNR, 29{39% for MGSNR, and 40{54% for MMSE

methods.

The poor performance of the MMSE method can be explained as follows. The MMSE method

minimizes the di�erence between the TIR and SIR. It minimizes both the di�erence inside the

target window and outside the target window. Since the TIR is zero outside the window, mini-

mizing the di�erence outside means forcing the SIR to lie inside the target window. However, the

di�erence between the SIR and TIR inside the target window does not cause any ISI. Further-

more, the TIR and SIR has larger magnitude inside the target window than outside which means

that di�erence between them inside the window causes the major part of the error. This means

that the MMSE method primarily tries to minimize the di�erence inside the window, which does

not cause ISI, than outside the window, which causes ISI. A TEQ which has larger MSE caused

by the di�erence inside the target window could give better performance than one that gives

smaller MSE only caused by di�erence outside the target window. Therefore, minimizing the

MSE is not a good choice to design a TEQ for discrete multitone modulation.

The MGSNR TEQ method is the �rst approach to include a channel capacity maximization

into the TEQ design procedure. However, with all the approximations in formulating the GSNR,

a constraint on the MSE is required to achieve good performance. This constraint forces the

method to converge to a solution close to that of the MMSE method.

Since ISI is caused only by the part of the SIR outside the target window, minimizing only

the part outside seems to be a good direction to take. The MSSNR method gives the optimal

solution in the sense of minimizing the energy of the SIR outside the target window. This solves

the problem with the MMSE method but is still not optimal as shown in the simulations. It is,

in general, not possible to force the SIR to lie entirely inside a target window with an FIR TEQ.

We show that the part outside the target window act as an equivalent ISI path. The frequency

response of the ISI path determines which frequency bins are going to carry the ISI power by

what amount. The distribution of this ISI power changes the SNR distribution, which changes
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the achievable bit rate. The MSSNR method, however, does not consider the shape of the SIR

lying outside the target window, but only the energy.

Although the derivation of our min-ISI method is based on maximizing the bit rate, it is a

generalization of the MSSNR method. The proposed minimum-ISI method weights the residual

ISI in frequency to penalize ISI in high SNR subchannels. With this weighting, the energy lying

outside the target window is not necessarily minimum anymore, but the bit rate will be higher.

VII. Conclusion

We present a new subchannel SNR de�nition based on our derivation of equivalent signal,

noise, and ISI paths in a DMT system. Based on the subchannel SNR de�nition, we derive the

channel capacity as a nonlinear function of equalizer taps. We develop an optimal maximum

bit rate (MBR) solution, which requires constrained nonlinear optimization and thus is not cost

e�ective for a real-time system. The MBR method achieves close the upper bound on channel

capacity as computed by the matched �lter bound. To reduce computational complexity, we

derive a near-optimal min-ISI method that is a generalization of the maximum shortening SNR

(MSSNR) method with the addition of a frequency domain weighting of the ISI power.

In simulations, both the MBR and min-ISI methods outperform previously reported MMSE,

MSSNR, and MGSNR methods in bit rate. The min-ISI method delivers virtually equal perfor-

mance to that of the MBR method. A three-tap TEQ designed by either of the two proposed

methods outperforms 17-tap equalizers designed by MMSE, MSSNR, and MGNSR TEQ meth-

ods.
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achievable percentage of MFB bit rate bit rate

loop MMSE MGSNR MSSNR min-ISI MBR MFB

1 43% 84% 62% 99% 99% 9.059 Mbps

2 70% 73% 75% 98% 99% 10.344 Mbps

3 64% 94% 82% 99% 99% 8.698 Mbps

4 70% 68% 61% 98% 99% 8.695 Mbps

5 61% 84% 72% 98% 99% 9.184 Mbps

6 62% 93% 80% 99% 99% 8.407 Mbps

7 57% 78% 74% 99% 99% 8.362 Mbps

8 66% 90% 71% 99% 100% 7.394 Mbps

TABLE I

Achievable bit rates for the eight CSA loops equalized with the MMSE [6], MGSNR

[12], MSSNR [11], the proposed min-ISI, and the proposed MBR methods, in percentage

with respect to the maximum achievable bit rate in the case of no ISI or equivalently

with an SNR equal to the matched filter bound (MFB). Nw = 17, � = 32, N = 512, coding

gain = 4.2 dB, margin = 6 dB, input power = 23 dBm, AWGN power �140 dBm/Hz, NEXT

noise modeled as 8 ADSL disturbers.
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Fig. 1. Block diagram of the minimum mean-squared error (MMSE) equalizer
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achievable percentage of MFB bit rate bit rate

loop MMSE MGSNR MSSNR min-ISI MBR MFB

1 54% 70% 96% 97% 98% 9.059 Mbps

2 47% 71% 96% 96% 97% 10.344 Mbps

3 57% 69% 92% 98% 99% 8.698 Mbps

4 46% 66% 97% 97% 98% 8.695 Mbps

5 52% 65% 96% 97% 98% 9.184 Mbps

6 60% 71% 95% 98% 99% 8.407 Mbps

7 46% 63% 93% 96% 97% 8.362 Mbps

8 55% 61% 94% 98% 99% 7.394 Mbps

TABLE II

Achievable bit rates for the eight CSA loops equalized with the MMSE [6], MGSNR

[12], MSSNR [11], the proposed min-ISI, and the proposed MBR methods, in percentage

with respect to the maximum achievable bit rate in the case of no ISI or equivalently

with an SNR equal to the matched filter bound (MFB). Nw = 3, � = 32, N = 512, coding

gain = 4.2 dB, margin = 6 dB, input power = 23 dBm, AWGN power �140 dBm/Hz, NEXT

noise modeled as 8 ADSL disturbers.

a4

h w*

y7[ ]y2[ ]y1[ ][b4 ] y12y13
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prefix
cyclic dropx y[a b] equalized

n[ ]

channel samples

y=[a b]
~ ~~

[ ]

Fig. 2. Example: Two DMT symbols a and b are transmitted over an equalized channel ~h = h � w.

After dropping the invalid samples and the cyclic pre�xes, the two symbols are received as ~a and ~b.
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Fig. 3. The impulse responses of a channel (a), equalizer (b), and the equalized channel (c). Partition of

the equalized channel impulse response into the signal path (d) and ISI path (e). The sum of signal

and ISI paths (f) is equal to the equalized channel impulse response (c).
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Fig. 5. Con�guration of the eight standard CSA loops. Numbers represent length/thickness in feet/gauge.

The vertical lines represent bridge taps.
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Fig. 6. Achievable bit rate versus the number of equalizer taps for CSA loop 4, � = 32, N = 512, coding

gain = 4.2 dB, margin = 6 dB, input power = 23 dBm, AWGN power �140 dBm/Hz, NEXT noise

modeled as 8 ADSL disturbers. As Nw increases, the bit rate should be monotonically increasing

if the method is guaranteed to �nd the optimum bit rate. For the MSSNR, MMSE, and MGSNR

methods, the dependence of bit rate on Nw is not monotonic.
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Fig. 7. Achievable bit rate versus the cyclic pre�x length � for CSA loop 4, Nw = 17, N = 512, coding

gain = 4.2 dB, margin = 6 dB, input power = 23 dBm, AWGN power �140 dBm/Hz, NEXT noise

modeled as 8 ADSL disturbers.
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Fig. 8. Achievable bit rate with respect to cyclic pre�x length � for CSA loop 4, Nw = 3, N = 512,

coding gain = 4.2 dB, margin = 6 dB, input power = 23 dBm, AWGN power �140 dBm/Hz, NEXT

noise modeled as 8 ADSL disturbers.
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