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ABSTRACT

Discrete multitone is a popular discrete Fourier trans-
form based implementation of multicarrier modulation
for wireline communications. This paper examines the
performance of a complex-tap filter bank structure for
channel equalization in discrete multitone modulation
systems. The structure under study passes the received
signal through a number of logical paths. Each path
takes care of one data carrying subcarrier. More specif-
ically, each path cascades a finite impulse response fre-
quency selective equalizer and a Goertzel filter com-
puting a single point discrete Fourier transform. The
delay on each logical path is individually optimized for
best performance. In the presented simulations testing
achievable bit rate on an asymmetric digital subscriber
line transceiver, the filter bank appears to benchmark
the bit rate performance among existing discrete mul-
titone equalization methods. An iterative training pro-
cedure, which depends on the second-order statistics of
the input and output sequences, is proposed to show
the achievablity of performance.

1. INTRODUCTION

Multicarrier modulation (MCM) is a favorable choice
over single carrier modulation in wide-band communi-
cations with frequency selectivity in transmission bands.
MCM techniques such as orthogonal frequency division
multiplexing (OFDM) and discrete multi-tone (DMT)
modulation have been receiving increasing attention in
the literature, and have been incorporated into numer-
ous standards. MCM divides a transmission band into
orthogonal subchannels. In a wireline broadband com-
munication system, some frequency discontinuities of
transmission band normally exist due to various line
impairments. MCM is attractive due to the ease with
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which it can combat channel dispersion without imple-
mentation of sharp band-stop filters as in the case of
single carrier transmission. In addition to the benefits
of MCM, DMT has an extra ability to perform dynamic
bit loading, which has the potential to exploit the avail-
able bandwidth fully. In broadband wireline commu-
nications, DMT modulation is standardized for asym-
metric digital subscribe line (ADSL) and very-high-
speed digital subscriber line (VDSL) modems. Max-
imizing the bit rate is the ultimate goal for such sys-
tems.

Equalization in an DMT system gains help from a
mechanism called a cyclic prefix (CP), which is typi-
cally inserted between successive symbols. When the
channel order does not exceed the CP length ν, equal-
ization is easily performed in frequency domain via a
one-tap complex scalar for each subchannel. But in
wireline communications, a transmission line usually
has much longer memory than the value of ν defined
by standards. A common practice is to add an finite
impulse response (FIR) filter at the front end of a re-
ceiver to shorten the channel impulse response to be at
most ν + 1 samples in length.

Accordingly, the conventional DMT equalizer struc-
ture consists of a cascade of a single-FIR time-domain
equalizer (TEQ), a fast Fourier transform (FFT), and a
single-tap frequency-domain equalizer (FEQ) per tone.
Different DMT TEQ design methods optimize FIR co-
efficients based on training data under different criteria.
Minimum mean squared error (MMSE) design [1, 2]
minimizes the mean square error between the output
of the physical path consisting of the channel and FIR
filter and the output of a virtual path consisting of a
transmission delay ∆ and a target impulse response.
The maximum shortening SNR (MSSNR) [3] method
attempts to minimize intersymbol interference (ISI) in
the time domain. The MSSNR method maximizes the
ratio of the energy of the effective channel impulse re-
sponse inside a target window of ν + 1 samples to that
outside the target window. Alternate objective func-
tions include maximizing the ratio of the energy inside



the target window to the total energy [4], and min-
imizing (maximizing) the energy outside (inside) the
target window while holding the energy inside (outside)
the target window fixed. The Minimum-ISI (Min-ISI)
method generalizes the MSSNR method by weighting
the ISI in the frequency domain [5, 6], e.g., to place the
ISI in unused and more noisy subchannels.

The traditional TEQ-FEQ structure equalizes all
subchannels in a combined fashion, which may limit
bit rate performance. This time domain approach ap-
pears against the original divide-and conquer idea of
DMT. At least three alternate equalizer structures have
been proposed with improved performance. The dual-
FIR TEQ [7] uses a standard single-FIR TEQ design
algorithm to achieve good bit rate over the entire trans-
mission bandwidth, and uses a second-FIR TEQ design
algorithm to improve the bit rate over a subset of sub-
carriers. The per-tone equalizer [8] essentially moves
the single-FIR TEQ into the FEQ, which converts the
FEQ into a linear combiner for each subcarrier. A third
alternative structure is a TEQ filter bank [9], in which
a different FIR TEQ is designed for each tone. The
FFT becomes a bank of Goertzel filters and a single-
tap FEQ is also used.

To study the bit rate performance upper bound in
a DMT modulated system, we construct a new equal-
ization structure motivated by TEQ filter bank and
per tone equalizer. In this model we move all FEQ
operations to the time domain and combine this with
the TEQ to obtain a multi-tap complex-valued FIR for
each tone. This structure provides time domain equal-
izer designers the most freedom. The design freedom
is equivalent to the per-tone structure for frequency
domain equalizers. Furthermore, it can perform delay
optimization on each individual path, which per-tone
cannot do if sliding FFT or modified single FFT struc-
ture is applied. This constructed complex-tap time do-
main equalizer filter bank is meant to provide an upper
bound of bit rate performance theoretically. However,
it is also implementable in TI’s TMS320C6000 digi-
tal signal processor (DSP), which has a clock faster
than 200 MHz. A TEQ filter bank design procedure,
which depends on the second-order statistics of the in-
put and output sequences, is provided. Particularly, in
the proposed training algorithm, channel estimation is
not required as it is in many other equalization schemes
[1]-[6].

2. COMPLEX-TAP FILTER BANK
EQUALIZER STRUCTURE

Fig. 1 depicts a traditional DMT system with a TEQ-
FEQ equalization structure at the receiver. Informa-
tion bearing bits are divided into a set of indepen-
dent data transmission subchannels. Signals are QAM-
modulated on each subchannel. An inverse FFT (IFFT)
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Figure 1: System model. (I)FFT: (inverse) fast Fourier
transform, P/S: parallel to serial, S/P: serial to parallel.

converts signal on each subchannel (which acts as one
of the frequency components) into a time-domain sig-
nal. The input to the channel is made to appear circu-
lar by adding a cyclic prefix to the start of each data
block. The cyclic prefix is a copy of the last ν sam-
ples of each block. We use the notation x(n), h(n),
and y(n) =

∑Lh−1
i=0 h(i) ∗ x(n − i) + v(n) to denote

the channel input, channel impulse response, and noise-
added channel output, respectively, where Lh denotes
the channel length.

If the CP is at least as long as the channel, then
the CP-removed channel output is equivalent to a cir-
cular convolution of channel and data. After the FFT
converts the received data to the frequency domain,
the signals can then be equalized by a bank of complex
scalers, referred to as FEQs. If the channel is longer
than ν + 1 samples, a TEQ is needed to shorten the
channel. We have pointed out that a single TEQ is far
from optimum in terms of bit rate performance. We
start from a TEQ filter bank structure to construct
the bit rate maximizing structure.

At a DMT receiver with the TEQ filter bank struc-
ture (TEQFB) [9], the channel output goes through a
bank of TEQs. The FFT block can be implemented as
a bank of Goertzel filters with each one computing a
single point DFT. There are Nc = 256 possible data
carrying subchannels if FFT size N equals 512.

Fig. 2 shows the proposed complex-tap time do-
main equalizer filter bank (CTEQFB) structure. Let t
indicate the DMT symbol index, n = 0, 1, . . . , N +ν−1
indicate the samples within the given symbol, and ∆ be
transmission delay of the signal from the transmitter to
receiver. The output of the ith TEQ, zi,t(n) is

zi,t(n) =
Lw∑
τ=0

wi(τ)yt(n− τ) (1)
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Figure 2: Proposed complex-tap time domain equalizer
filter bank for multicarrier modulation with a cyclic
prefix (CP).

where wi denotes the length Lw + 1 column vector of
the the TEQ coefficients and yt(n) = y(n−∆) is the re-
ceived sequence with delay reference. For each symbol,
only N samples from Zt(ν) to Zt(N + ν − 1) are used
for further processing. The other samples are discarded
since they correspond to the heavily ISI-corrupted CP.
The ith TEQ operation in the receiver can be written
in matrix form as

zi,t = (2)


yt(ν) yt(ν − 1) . . . yt(ν − Lw)
yt(ν + 1) yt(ν) . . . yt(ν − Lw + 1)
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yt(N + ν − 1) . . . . . . yt(N + ν − 1− Lw)




×


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wi(0)
wi(1)

...
wi(Lw)


 = Ytwi (3)

where Yt is Toeplitz matrix which contains the received
signal for detection of tth symbol. The output of ith
Goertzel filter is

gt,i =
[
W i0

N W i1
N . . . W

i(N−1)
N

]
zt,i

= qH
i Ytwi (4)

where WN = e−j2π/N is the DFT complex quantity
and qH

i is the ith row of DFT matrix. The output of
the ith one-tap FEQ (denoted as φi) is then

X̂t,i = φi × gt,i

= φiqH
i Ytwi (5)

We can move all FEQ operations to the time do-
main and combine them with the TEQ to obtain a

multi-tap complex valued FIR filter for each tone. If
we denote the filter for subchannel i as w̃i, then we
have the output of the ith Goertzel filter as

X̂t,i = qH
i Ytw̃i (6)

which is ready for decision making.
In terms of design freedom, we compare the existing

four equalization structures. By inspecting (5), we con-
clude that the conventional TEQ-FEQ structure has
the least freedom. It uses only one TEQ w for all sub-
channels. TEQFB lifts this restriction to have wi for
each used subchannel, but it has a common frequency
domain scaler φi for each tap of the TEQ. Per-tone
equalizer moves the TEQ to the frequency domain and
directly optimize on multi-tap FEQ. CTEQFB moves
the FEQ into the TEQ. Both of them could have a dif-
ferent scaler φi,j for jth tap of the TEQ wi. Thus, the
per-tone equalizer and CTEQFB have the most design
freedom. The per-tone equalizer is trained in the DFT
domain at the symbol rate (e.g. 4 kHz in ADSL). The
CTEQFB is trained at the sampling rate (e.g. 2.208
MHz in ADSL). During data transmission, however,
the implementation complexity of CTEQFB is much
higher than that of a per-tone equalizer since per-tone
equalizer exploits Toeplitz structure of zi,t. However,
per-tone equalizer with this efficient implementation
relies on a common delay parameter for all subchan-
nels while CTEQFB does not subject to this constraint.
Hence, we expect CTEQFB reaches a higher bit rate
after delay optimization performed on each single logic
path.

3. COMPLEX-TAP FILTER BANK
EQUALIZER TRAINING

In wireline MCM systems such as ADSL and VDSL,
it is desirable that the optimization of each subsystem
finally leads to bit rate maximization for a target bit
error rate tolerance. The number of bits per symbol
for the proposed CTEQFB is

bCTEQFB =
∑

i

log2

(
1 +

SNR(wi)
Γ

)
(7)

where Γ is the excessive SNR required to reach Shan-
non capacity. Various SNR models exist in current lit-
erature. Most of them adopt an approximate model-
ing of noise. [10] only considers additional noise, [5]
takes ISI into account, and [9] models noise as sum of
ISI, additive white Gaussian noise (AWGN), Near End
Crosstalk (NEXT) and digital noise floor. The lat-
ter is very close to true configuration of impairments,
but there are other possible noise sources such as radio
frequency interference (RFI), clipping noise and FFT
leakage left unattended.



In order to model noise as accurate as possible, we
define SNR at the ith Goertzel filter output as

SNRi =
E[|Xt,i|2]

E[|Xt,i − X̂t,i|]2
(8)

where E stands for expectation, and Xt,i is the fre-
quency domain input on the ith subchannel at tth sym-
bol. In a wireline MCM system, the expected energy
E[|Xt,i|2] is constant across all subchannels during train-
ing. Thus, we can write E[|Xt,i|2] = Sx. A similar
SNR definition can be found in [11]. With this defini-
tion, we implicitly include all possible noise sources up
to the point before slicer.

It is obvious that maximizing the SNR in each sin-
gle subchannel also maximizes the bit rate. It turns
out the maximization of SNRi is equivalent to the min-
imization of

Ji = E[|Xt,i − X̂t,i|]2
= E[|Xt,i − X̂t,i||Xt,i − X̂t,i|∗]
= Sx − w̃H

i E[Xt,iYH
t qi]− E[qH

i YtX
∗
t,i]w̃i

+w̃H
i E[YH

t qiqH
i Yt]w̃i (9)

To minimize Ji with respect to w̃i, we set

∂Ji

∂w̃∗
i

= E[YH
t qiqH

i Yt]w̃i − E[YH
t qiXt,i] = 0 (10)

Only second-order input-output statistics are re-
quired to solve this linear estimation problem. In other
words, this approach is not based on channel estima-
tion. Also, blind equalization is feasible provided that
we have pre-knowledge of input distributions. How-
ever, we have the luxury of training sequence offered in
many wireline communications standards. A practical
solution to train CTEQFB for a wireline multicarrier
receiver is formed as follows:

1. Use training sequence to get time average esti-
mations of all expectation items in (10).

2. Solve the linear equation in (10). Yt terms are
observed to be linearly independent between sym-
bols. Time average of YH

t qiqH
i Yt is always full

rank. Thus, a unique solution

w̃i = Ê[YH
t qiqH

i Yt]−1Ê[YH
t qiXt,i] (11)

can be obtained.

An iterative solution is provided in Fig. 3 based on a
complex valued steepest decent searching method.

Usually we need to perform delay optimization to
obtain the highest achievable bit rate out of possible
transmission delays. In the conventional TEQ-FEQ
structure, optimization ends up with one optimum ∆

1. For loaded subchannel i, estimate time av-
erage of Ai = (X∗

i qH
i Yt)T and Bi =

(qH
i Yt)T (qH

i Yt)∗ over a number of blocks

2. Start with non-zero initial guess w0
i

3. Choose step size µi satisfies 0 < µi <
1

2×trace(Bi)

4. Pre-compute Λi = (I−µiBi) and Φi = µiAi

5. For k = 1, 2, . . ., wk+1
i = Λiwk

i + Φi

6. When iteration stops, wi = w∗
i

Figure 3: Proposed iterative CTEQFB design method

for all frequency components of the signal. To see the
true capability a CTEQFB structure has, we can ac-
ctually introduce distinct optimum transmission delay
∆i on path i for signals on subchannel i. A better
bit rate performance is expected under this delay opti-
mization.

4. SIMULATIONS

The simulations compare the bit rate performance of
the different equalization structures for a wireline com-
munication system. One typical design for each struc-
ture is adopted. The system setup that we consider is
the downstream transmission of an ADSL transceiver.
According to the G992.1 standard, the IFFT and FFT
lengths are 512 and the cyclic prefix length is 32. We
test our designs on 8 typical carrier service area (CSA)
loops recommended by Bell Labs [12]. A 5th order
high pass IIR filter with passband frequency at 138
kHz is used to separate the downstream data from the
upstream data. The signal power spectral density at
the transmitter output is set equal to −40 dBm/Hz.
Channel noise is modeled as an additive white Gaus-
sian noise (AWGN) with −140 dBm/Hz power density,
NEXT noise from 5 integrated services digital network
(ISDN) disturbers, and RFI at seven amplitude mod-
ulated (AM) radio carrier frequencies: 540 kHz, 650
kHz, 680 kHz, 760 kHz, 790 kHz, 840 kHz and 1080
kHz.

Bit allocation on different subcarriers is calculated
by

bi = log2

(
1 +

SNRi

Γsim

)
(12)

where i varies over all data carrying subcarriers, SNRi

is the SNR at the ith subcarrier derived from average
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Figure 4: Achievable bit rates for 8 CSA loops with
length 17 equalizers. Coding gain is 5 dB, margin is 6
dB, input power is −40 dBm/Hz, AWGN power −140
dBm/Hz, NEXT noise is from 5 ISDN disturbers, RFI
noise from 7 AM radio frequencies. Equalizer is trained
by Min-ISI [5], bit rate maximizing TEQFB [9], least
squares per-tone [11] and the proposed method.

QAM error energy over 1000 symbols

SNRi = 10 log10

(
1000Sx∑1000

t=1 |Xt,i − X̂t,i|2

)
(13)

and SNR gap is defined as

Γsim (in dB) = Γgap + system margin− coding gain
(14)

where Γgap = 9.8 dB corresponds to 10−7 bit error rate,
system margin is 6 dB, and coding gain is 5 dB. The
total number of bits per DMT symbol is

∑
i bi.

Fig. 4 presents a summary of the results that we
obtained for various equalizer designs. Min-ISI is cho-
sen to optimize a conventional TEQ-FEQ structure,
which is explained in detail in [5]. Least squares de-
sign (LS-PTE) is chosen for the per tone structure [8].
Bit rate maximizing TEQFB algorithm presented in
[9] is used for TEQ filter bank structure. The train-
ing algorithm proposed in this paper is used for CTE-
QFB. The results of CTEQFB with and without delay
optimization are both presented. Conventional TEQ-
FEQ structure has much lower bit rate in this test
setup that contains severe channel distortion and mul-
tiple impairments. Especially RFI noise creates deep
notches in transmission band. BRM-TEQFB perfor-
mance is somewhat lower than per-tone and CTEQFB
due to its incomplete noise modelling. RFI, which is
not included in TEQFB’s SNR modelling, killed about

10% bit rate when compared to LS-PTE or CTEQFB.
LS-PTE and CTEQFB have equivalent performance.
But if delay optimization is performed, CTEQFB has
2% performance improvement, which benchmarks the
bit rate performance.
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