
IEEE TRANS. ON IMAGE PROCESSING 1

In-Camera Automation of
Photographic Composition Rules

Serene Banerjee,Member, IEEE, and Brian L. Evans,Senior Member, IEEE

Abstract—At the time of image acquisition, professional pho-
tographers apply many rules of thumb to improve the com-
position of their photographs. This paper develops a joint
optical-digital processing framework for automating composition
rules during image acquisition for photographs with one main
subject. Within the framework, we automate three photographic
composition rules: repositioning the main subject, making the
main subject more prominent, and making objects that merge
with the main subject less prominent. The idea is to provide to
the user alternate pictures obtained by applying photographic
composition rules in addition to the original picture taken by the
user. The proposed algorithms do not depend on prior knowledge
of the indoor/outdoor setting or scene content. The proposed
algorithms are also designed to be amenable to software imple-
mentation on fixed-point programmable digital signal processors
available in digital still cameras.

Index terms— main subject segmentation, photographic
composition rules, raster image processing, digital signal pro-
cessors, digital still cameras

I. I NTRODUCTION

T O make a photograph more appealing, professional pho-
tographers apply a wealth of photographic composition

rules [1]. This paper proposes a joint optical-digital framework
for a digital still camera for automating selected photographic
composition rules to improve the composition of pictures
taken by amateur photographers. The framework would apply
photographic composition rules to the user-intended picture
to generate additional alternate pictures of the same scene.
The camera would then provide the alternate pictures and
the user-intended picture to the user for evaluation. Beyond
personal use, such a smart camera system might be useful to
professionals who need to take pictures for documentation,
such as realtors and architects.

Within the proposed framework, photographic composition
is improved by (i) segmenting the main subject(s) in the photo-
graph, and (ii) automating selected photographic composition
rules. This paper proposes an unsupervised automated method
for identifying the main subject in the photograph that is
assisted by optical pre-processing in the camera. Based on
segmentation of the main subject, we automate three photo-
graphic composition rules:rule-of-thirds, background blurring
andmerger mitigation.

To place the main subject, therule-of-thirds can be fol-
lowed. Here the canvas is divided into three equal parts along
the width and height, respectively. The center of the main
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subject should be placed at one of the four places: at 1/3 or
2/3 of the picture width from the left edge, and 1/3 or 2/3 of
the picture height from the top edge. After segmentation, the
main subject is relocated to follow the rule-of-thirds.

Background blurringis either introduced to enhance the
sense of motion where the main subject is moving or decrease
the depth-of-field of the picture where the main subject is sta-
tionary. After main subject segmentation, background blurring
is implemented using region-of-interest filtering.

A merger occurs when equally focused foreground and
background regions merge as one object in a two-dimensional
picture of a three-dimensional world. Examples of mergers
include a horizontal line shooting through the main subject’s
ears, and trees appearing to grow out of the main subject’s
head. Professional photographers change camera settings so
that the main subject is in focus, while the objects in the
background that merge with the main subject are blurred [1].
This preserves the sense of distance between the objects in the
photograph. After segmentation, the background object that
merges with the main subject is automatically identified and
blurred. Themerger mitigationapproach could be extended to
identify and blur more than one background object merging
with the main subject.

The framework relies on segmentation of the main subject.
In performing segmentation of the main subject, a supple-
mentary picture is taken by the camera immediately before
or immediately after the user takes the intended picture. In
the supplementary picture, we assume that the auto-focus
filter is focused on the main subject. During the acquisition
of the supplementary picture, the shutter aperture is fully
opened to allow the lens optics to blur anything not in the
plane of focus, where the main subject is assumed to be.
This supplementary picture has the main subject in focus,
and the rest of the picture blurred with diffused light. The
difference in frequency content between the main subject and
the background is exploited by the proposed unsupervised
digital image segmentation method, largely by applying the
appropriate filtering. In this case, the optical subsystem has
performed most of the computation needed to perform the
segmentation. Other digital image segmentation methods are
described in Section II.

In this paper, we develop algorithms for the proposed
framework intended for implementation on a programmable
fixed-point digital signal processor in a digital still camera.
Such processors have fast 16-bit by 16-bit hardware multipliers
(with single instruction throughput) but very limited on-chip
program memory (32-256 kB) and data memory (32-256 kB).
Algorithms developed for these processors should not only
avoid using floating-point data and arithmetic, but should
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for each user-acquired picturedo
Acquire supplementary low depth-of-field picture;
Compute main subject mask with supplementary
low-depth-of-field picture;
Perform image registration between the
supplementary picture and user-acquired picture;
Compute proposed alternate picture1 that follows
rule-of-thirds;
Compute proposed alternate picture2 with
background blurring;
Compute proposed alternate picture3 with mitigated
mergers;
begin

Segment image background based on color;
Evaluate degree of merger for each background
object;
Mitigate effect of most prominently merged
background object;

end
Output 4 pictures (User-acquired picture and
proposed alternate pictures1, 2, and3);

end
Algorithm 1 : Pseudo-code for in-camera automation of
photographic composition rules

also avoid using fixed-point operations with large dynamic
range in intermediate calculations such as eigen decomposition
and singular value decomposition. Due to small amount of
on-chip memory, algorithms developed for these processors
should rely on neighborhood operations and not on global
operations on the entire image. To reduce execution time,
algorithms that perform its operations in one pass through the
entire image should be favored over algorithms that perform
iterative operations where the entire image must be read in
each iteration. Further, in the context of a digital still camera,
real-time processing means fast enough for the user not to
grow impatient to see the results, which is in order of a second.

The first contribution of this paper is a joint optical-
digital framework for improving photographic compositionof
digital pictures. The second contribution is the automation
of segmentation of the main subject in a single still picture
using a low-complexity digital image processing algorithm
assisted by optical pre-processing. The third contribution is
the automation of main subject placement, artistic background
blur, and merger mitigation to improve the composition of
the photograph. We show that the computational complexity
of digital processing in the joint framework (main subject
segmentation plus the three composition rules) is compara-
ble with the computational complexity of performing JPEG
compression and decompression. The pseudo-code combining
all three contributions is given in Algo. 1.

The images used for testing the proposed algorithms
in this paper were low-depth-of-field pictures downloaded
from the World Wide Web or acquired with a Canon
Powershot G3 camera. The shutter aperture was varied
from F2 through F2.8 to make sure that the acquired
images are low-depth-of-field photographs. The test set

consisted of variety of pictures having human or inani-
mate main subjects and were taken under different light-
ing conditions and scene settings (indoor/outdoor). The soft-
ware and color images for this paper are available at
http://www.ece.utexas.edu/˜bevans/projects/dsc/

The rest of the paper is organized as follows. Section II
discusses related research in main subject detection. Section III
describes the main subject detection process. Section IV
automates the rule-of-thirds. Section V simulates background
blurring. Section VI presents merger detection and mitigation.
Section VII analyzes segmentation accuracy and implemen-
tation complexity of the proposed algorithms. Section VIII
concludes the paper.

II. RELATED WORK

Previous work on main subject detection has been generally
targeted towards detecting the main subject in offline settings.
Luo, Etz, Singhal, and Gray [2], [3] propose a Bayes neural
network to detect the main subject. Their method involves (a)
region segmentation, (b) perceptual grouping, (c) featureex-
traction, and (d) probabilistic reasoning and training. Aninitial
segmentation is obtained based on the homogeneous properties
of the image such as color and texture. False boundaries
are removed with perceptual grouping of identifiable regions
such as flesh tones, sky, and trees. Then, geometric features
are extracted, including centrality, borderness, shape, and
symmetry. A probability density function for the main subject
location is estimated from the training data. The probability
density function estimate can be applied to the unknown test
set to guess what and where the main subject is. Their method
requires supervised learning, which limits its ability to adapt
to changing conditions in the field. Also, as this is a Bayes net
based approach, the system performance will be poor if the test
set is very different from the training examples. With the vast
number of possibilities of scene content, scene settings, and
user preferences, developing a good set of training examples
in order to guarantee that the network would perform well for
a varied number of circumstances is difficult.

In a wavelet-domain approach, Wang, Li, Gray, and Wieder-
hold [4], [5] analyze the statistics of the high-frequency
wavelet coefficients to segment the focused regions in an im-
age, thereby detecting the object of interest. Initially, the image
is coarsely classified into object-of-interest and background
regions by using the average intensity of each image block
and the variance of wavelet coefficients in the high frequency
bands. The variance is higher for the focused regions in the
image. Blocks are clustered using thek-means algorithm [6] by
noting that blocks from a homogeneous image region will have
similar average intensities. Each block is further subdivided
into child blocks, and a multiscale context-dependent classi-
fication is performed for further refinement. Finally, a post-
processing step removes small isolated regions and smoothes
the boundaries. The method uses Haar wavelets, which have
transfer functions that are scaled versions of1 + z−1 and
1 − z−1, for the lowpass and highpass filters, respectively.
The Haar wavelets and feature extraction can be implemented
in fixed-point arithmetic. Nonetheless, the multiscale wavelet-
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domain method is computationally intensive. Section VII
compares this wavelet-domain and our proposed approach.

In a spatial-domain approach, Won, Pyan, and Gray [7]
develop an iterative algorithm based on variance maps. A local
variance map is used to measure the pixel-wise high frequency
distribution in the image. This variance map has blob-like
errors both in the foreground (where the image is relatively
smooth) and the background (where the background is highly
textured) regions. To eliminate these errors, the authors employ
a block-wise maximum a posteriori image segmentation that
requires recursion over image blocks and is computationally
demanding. Their method yields more accurate segmentation
compared to the aforementioned wavelet-based approach [4],
[5]. Section VII compares this spatial-domain approach with
our proposed approach.

Other recent offline region-based segmentation methods
include min-cut segmentation methods [8], mean-shift analy-
sis [9], and segmentation of blobs using expectation maximiza-
tion [10]. In the min-cut method [8], the image is defined in
terms of its affinity matrix. The segmentation problem is then
formulated as a graph theoretic min-cut max flow problem.
First the eigenvalues and eigenvectors are computed using
singular value decomposition of a large matrix in floating-
point arithmetic, and then seed regions are calculated. Subse-
quently, minimum cuts are computed between source and sink
regions and the regions are later merged. The authors report
segmentation times of 3 to 7 minutes per image of sizes up to
239 × 138 on a 2.5 GHz Pentium IV platform. In mean-shift
analysis [9], the image is segmented based on the following
steps: (i) it estimates the density function for the image and (ii)
it shifts each feature point to the nearest stationary pointalong
the gradient of the estimated density function. The complexity
of the algorithm is quite high as it computes a Euclidean norm,
a Hessian function, and a line search. In the third method [10],
the image is segmented first into parts based on color analysis
in the CIELab space and texture analysis at different scales,
and then the parts are grouped into blobs using expectation
maximization. The processing involved is a RGB to CIELab
color conversion, evaluating textures using gradients at vari-
ous scales and subsequently using expectation maximization
algorithm for regrouping, which by itself is computationally
complex. The authors report segmentation times of 5 to 7
minutes per320 × 240 image on a 300 MHz Pentium II
platform. As the proposed framework is intended for real-time
implementation on fixed-point digital signal processors with
small amounts of on-chip memory, these floating-point, high-
memory usage methods are eliminated from consideration.

Previous research to detect the main subject with a com-
putationally intensive algorithm may be appropriate for of-
fline applications, such as image indexing for content-based
retrieval, object-based image compression for image servers,
and content grouping for automatic album layout. However,
providing in-camera feedback to the photographer while a
picture is being acquired must happen in a matter of seconds.
This paper proposes to detect the main subject with a low-
implementation complexity algorithm that can be implemented
in fixed-point arithmetic in the digital signal processors in
digital still cameras.

III. M AIN SUBJECTSEGMENTATION

To detect the main subject on the fly, we propose an
in-camera main subject segmentation algorithm [11]. The
proposed approach utilizes digital still camera controls,such
as the auto-focus filter and the software-controlled shutter
aperture and speed. Assuming the user points to the main sub-
ject, the auto-focus filter puts the main subject in focus [12]–
[14]. We then open the shutter aperture all the way and the
shutter speed is automatically adjusted so that the light from
the out-of-focus objects does not converge as sharply as from
the objects in focus and finally, we acquire a supplementary
picture. The resulting blur in the out-of-focus objects is used
to detect the focused main subject by using filtering, edge
detection, and contour smoothing. The sole purpose of taking
the supplementary picture is to determine the main subject
location in the user-acquired photograph.

A. Implementation of main subject detection

In the proposed image acquisition framework, the main
subject is in focus, and the background is blurred by widening
the shutter aperture. So the main subject in focus will have
prominent gradient features and the background that is out of
focus will have blurred features. Thus, the segmentation ofthe
main subject and the corresponding background is induced by
this difference of gradient information. The goal is to obtain
the intensity distribution pertaining to the high frequency com-
ponent in image in contrast to the blur background component,
i.e., extract the sharp features of the image.

The obtained images from the camera is first processed with
an image sharpening filter as modeled in Fig. 1. So,

g(x, y) = I(x, y) − Ismooth(x, y) (1)

and
Isharp(x, y) = I(x, y) + k g(x, y) (2)

Therefore,

I(x, y) =
1

k + 1
Isharp(x, y) +

k

k + 1
Ismooth(x, y) (3)

and

Isharp(x, y)−I(x, y) =
k(Isharp(x, y) − Ismooth(x, y))

(k + 1)
(4)

Subtracting the smoothed user-intended image from the
sharpened image generates an edge map in which the edges
around the main subject are sharper than the background
edges. Hence, the problem of segmenting the main subject re-
duces to separating the regions with the sharper edges from the
regions with smeared ones. In earlier work [11], we show that
by combining the sharpening operation, difference calculation,
and the edge detection for detecting the main subject into a
single neighborhood operation, the implementation complexity
is similar to that of a5 × 5 filter.

For image sharpening, a3×3 sharpening filter is employed:

1

1 + α





−α α − 1 −α
α − 1 α + β α − 1
−α α − 1 −α



 (5)
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Parametersα andβ define the shape of the frequency response.
We choseα = 0.2 and β = 5. An integer implementation
could chooseα = 0.2 and β = 5, remove the 1

1+α
factor,

and scale the coefficients by5. For the lowpass filter, a3× 3
Gaussian blur filter is used. However, the filter characteristics
could be adapted according to the strength of the image
features. For example, an image having relatively weak edge
features could be processed by a filter having a lower cut-off
and greater span in the spatial domain, e.g., a7×7 filter. Also,
the filter coefficients can be modified for implementation.

In detecting the strong edges from the optically pre-
processsed and digitally filtered image, the Canny edge detec-
tor [15] gives good results in identifying the strong edges,by
first smoothing the difference image with a Gaussian filter and
then detecting the gradient of the smoothed difference image.
To separate the strong edges in the focused parts from the
weak edges in the out-of-focus parts, the hysteresis threshold
of 0.3 for the Canny edge detector worked well for the test
images shown in Figs. 2 through 6 and Fig. 12. This selected
hysteresis threshold depends on the amount of blurring in the
acquired image, i.e. the amount of background blur obtained
from the lens in the camera. So, for each camera, the hysteresis
threshold could be set to work for a range of natural images.
However, with any preselected threshold, the strong edge
detection step would still pick background edges for some
acquired images where there is not enough background blur
or strong edges in the main subject.

Another popular edge detector, the Laplacian of Gaussian
edge detector [16] could be tuned to preserve strong edges
and suppress weak edges, but it did not perform as well as
the Canny edge detector. The non-directional derivatives used
in the Laplacian of Gaussian edge detector produces responses
both parallel and perpendicular directions to a given edge.The
drawback could have been improved by using directional first
and second derivatives. Nonetheless, the Laplacian of Gaussian
edge detector would still not preserve the edge direction. The
Canny edge detector also performs better than Roberts, Sobel,
and Prewitt edge detectors [17].

The output of edge detection can be fed to a contour
detection framework to close the boundary. To determine the
closed boundary, the traditional snake [18] algorithm and its
direct descendants fail to track the concavities in the contour
or require the initial control points to be placed near the
actual contour. This limits its automated application for natural
images. Instead, the gradient vector flow [19], [20] algorithm,
which is guided by the diffusion of the gradient vectors from
the edge map of the image, is a better choice as it requires
no initialization in terms of control points and has a higher
capture range in its ability to track image contour concavities.

In Figs. 2(a), 3(a) and 4(a), the main subjects are in
focus, while the background blur is achieved by a wider
shutter aperture. Figs. 2(b), 3(b) and 4(b), show that after
sharpening the image and taking the difference, the main
subject edges are stronger. With further edge detection, the
results of locating the main subjects before contour closing are
shown in Figs. 2(c), 3(c) and 4(c), respectively. Figs. 2(d), 3(d)
and 4(d) show the detected main subject mask.

B. Modification of Mask Based on Difference Between Orig-
inal and Supplementary Picture

One of the drawbacks of taking a supplementary picture
with a shallow depth of field is that the subject or the camera
could have moved while the supplementary picture is taken.
This drawback could be reduced by mounting the camera on
a tripod. However, to compensate for small ranges of mo-
tion, we employ a computationally simple image registration
method [21], [22] to adjust the position of the main subject
mask in the supplementary image to line up with the main
subject in the user-acquired image.

Once the mask in the supplementary image has been gen-
erated, a difference is computed between the original and
the supplementary images. Now, the difference image will
contain pixels where the main subject has moved and pixels
of the background that are in different focus compared to the
supplementary picture. However, any change in main subject
motion shows up more significantly compared to the change
in focus. So, by using a threshold on the absolute value of
the difference image, one can identify if the main subject has
moved. A second mask is then generated that identifies the
pixels in the difference image lying above this threshold. For
the proposed application, this threshold is chosen to be 70 for
an 8-bit image. This second mask is added to the generated
main subject mask to create the mask that will be used on the
original image. Thus, the generated main subject mask from
the supplementary image is aligned with the main subject.

IV. RULE-OF-THIRDS: AUTOMATED PLACEMENT OF THE

MAIN SUBJECT

The post-segmentation objective is to automatically place
the main subject following the rule-of-thirds. The rule-of-
thirds says to place the main subject in one of four places:
at 1/3 or 2/3 of the picture width from left edge, and 1/3 or
2/3 of the picture height from the top edge. A mathematical
measure is defined to check how close the picture follows the
rule-of-thirds, and to reposition the main subject [23].

A. Mathematical Formulation

Let S be the scene domain of the main subject where

S ∈ {v|v ∈ Main subject}, v = {(x1, y1), (x2, y2), ..., (xi, yi)}
(6)

is the set of pixel positions. Then, the center of mass is defined
as the weighted sum of the components and cardinality of the
scene domain. Consider that there aren main subjects. The
center of mass for each of them is computed independently.
A two-dimensional functionf(x, y) is defined such that it
reaches a minimum when a center of mass is at the one-
third position in the canvas both along thex andy axis. The
objective will be to minimize the summation of the value of
the function generated by the center of mass positions(x′

n, y′

n)
of the n main subjects.

B. Implementation

For the current implementation, we assume one main subject
(i.e. n = 1), and the functionf(x, y) is a product of the
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Euclidean distance from the four one-third corners on the
canvas. Let(x1, y1), (x2, y2), (x3, y3), and(x4, y4) be the four
one-third corners. And,(x, y) is the position of the center of
the mass of the main subject. Then,

f(x, y) = ((x − x1)
2 + (y − y1)

2)((x − x2)
2 + (y − y2)

2)

((x − x3)
2 + (y − y3)

2)((x − x4)
2 + (y − y4)

2) (7)

So, f(x, y) ≥ 0 with fmin(x, y) = 0, and the minimum is
attained when the center of mass is at one of the one-third
corners. Thus, after computation of the center of mass, the
image pixels are shifted so that they fall at a one-third corner.

The center of mass is computed along the rows and columns
respectively. For each row (or column) ifwn is the number
of “ON” pixels in the main subject mask, then the center of
mass is defined as:

center =
wn ∗ row (or column) location

Σwn

(8)

After computing the center of mass, a comparison is made as
to which of the four one-third corners is closest to the current
position of the center of mass. The picture is then shifted, so
that the center of mass falls at the closest one-third corner.

Another approach is to crop the picture so that the center of
mass of the main subject falls on one of the one-third corners.
This is computationally very simple. During cropping the two
competing criteria to optimize are(1) moving the center of
mass as close to one of the four one-third points as possible,
and(2) minimizing the number of rows and columns cropped
in the picture to retain the most picture content possible,
subject to the constraint that no pixels of the main subject
are cropped.

The original pictures in Figs. 2–4(a) have the main subject
closer to the canvas center. Figs. 2–4(d) show the detected
main subject masks, the 1/3 and 2/3 lines on the canvas
along the height and width, respectively, and the position of
the center of mass of the detected main subject. Figs. 2–
4(e) show the main subjects repositioned following the rule-
of-thirds. For simulation purposes either mirror reflection
(for textured boundaries) or boundary pixel extension (for
smoother regions) is used for the undefined pixels. The arising
artifacts could be reduced by capturing an image by using a
wide-angled lens camera. The user could also be signaled to
move the camera in a particular direction.

For multiple main subjects in the photograph, the proposed
algorithm could be extended for automation of therule-of-
triangles [1]. The rule-of-triangles states that if there is more
than one main subject in the picture, then their centers of mass
should not lie on the same line in the canvas, but should form
triangles on the canvas. This can be automated by adding a
constraint during minimization so that no two center of masses
lie on the same row in the canvas.

V. M OTION EFFECTSRULE: SIMULATING BACKGROUND

BLUR

For simulating background blur, the original image is first
masked with the main subject mask detected by the method
proposed in Section III. Then region of interest filtering is

performed on the masked image, so that the main subject
pixels remain unaltered, whereas artistic effects can be added
to the background.

We convolve the images with a motion blur filter that
simulates linear and radial blurs produced by horizontal and
rotational movement of the camera. The filtering involves
convolving the image with a series of filters and compositing
the filtered images. Figs. 2(f), 3(f) and 4(f) show simulated
background blurring that could have resulted from camera
panning. The current example simulates linear motion of the
camera by 10 pixels. Other values of linear, radial, or zoomed
motion blurs can also be simulated.

VI. I MPROVE PERSPECTIVERULE: MERGERDETECTION

AND M ITIGATION

The method proposed in Section III generates a main subject
mask that divides the picture into foreground and background
regions. Fig. 6(b) is the generated main subject mask for
Fig. 6(a). The goals will be to segment the background,
identify merging objects, and blur the picture. The formulation
of the steps follow [24].

A. Background segmentation

The color information is used for segmentation of the
background objects. The red, green, and blue (RGB) image
provided by the camera is transformed to the hue channel
found in the hue, saturation, value (HSV) space. In HSV
space, hue corresponds to color perception, saturation pro-
vides a purity measure, and value provides the intensity. A
histogram in the hue space is then utilized for segmentation
of the background region. Although hue does not model the
color perception of the human visual system as accurately as
CIELab, it is chosen because the transformation from RGB
to hue has lower implementation complexity [25]. RGB to
CIELab requires calculation of cube roots. However, Lin-
earized CIELab space [26] could be used instead of the hue
space or the complexity of calculating cube roots in CIELab
could be reduced by using a lookup table.

Let the hue values be on the interval[0, 255] and broken into
m-bins. The discrete probability distribution for hue values
belonging to each bin isP (huem) = c(huem)

Tc

, wherec(huem)
is the count corresponding to each bin andTc is the total count
of values in all bins. By modeling the background picture as a
Gaussian mixture of hue values, the task is to further segment
thesem-bins inton-groups, where each group will identify a
different object.

The term Tc

m
gives the average of the hue values. Any hue

value above this average is marked as a dominant hue. Based
on the available dominant hues, then-groups are determined
automatically so that each group contains only one dominant
hue. Each group boundary lies halfway between two dominant
hues. This ensures that the local maxima of the probability
distribution,P (huem), is captured in each group. Pixels with
hue values falling in each of the identifiedn-groups form
different background objects.

For the proposed algorithm,m is chosen to be64, as it
is assumed that a difference in four hue levels (i.e.,256/64
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levels) would correspond to approximately the same perceived
color [27]. Fig. 8 shows the color histogram for the hue values
with the average and the peaks for the background of Fig. 6(a).
Based on the color histogram and the average value,n = 10
background objects are automatically identified for Fig. 6(a).
Fig. 9 shows three of these identified background objects.

B. Merger detection

Based on the background segmentation, the background im-
age can be modeled as a linear combination of the background
objects. Thus,Sb =

⋃n

i=1 Oi, where Sb is the background
image andOi are the identifiedn background objects. Now,
one or more of these background objects may merge with the
main subject. We choose the background object that has the
largest high frequency energy and is touching the main subject.

To automatically identify the merged object, each object
Oi is transformed to a feature space representation,Ωi, where
Ωi ∈ Γ. Γ is defined as a weighted sum of the high frequencies
contained in the spatial region of each object. High frequency
coefficients are obtained from the first level of the two-
dimensional Gaussian pyramid [28] of the intensity image.
Gaussian pyramids are localized in space. The Gaussian pyra-
mid could be replaced with a Laplacian pyramid, for the added
implementation complexity of one subtraction per pixel.

The high frequency coefficients are weighted with the
inverse of the distance in space to the main subject mask. To
compute the inverse distance transform, the distance transform
coefficients are stored as a grayscale image, and are subtracted
from 255 before multiplication with the high frequency coef-
ficients. This assigns more penalty to the higher frequencies
closer to the main subject. Figs. 10(a) and (b) show the
Euclidean distance transform [29]–[31] and high frequency
coefficients obtained from the first level of the Gaussian
pyramid, respectively. In Section VII, we will reduce the
computational complexity of the inverse distance measure.

An object Oi is detected to be merged with the main
subject if its feature space representation,Ωi, is more than
a threshold. This threshold could be selected by the user.
This paper presents an unsupervised approach in which the
object Oi yielding the maximum value of the feature space
representation,Ωi, is identified to be the merged object.
This unsupervised approach detects the object producing the
strongest merger and blurs the produced artifact. For Fig. 6(a),
the tree object shown in Fig. 9(b), produces the maximum of
the weighted sum of high frequencies, identifying that the tree
merges with the main subject.

C. Selective blurring

The detected merged object,O∗

i , has feature a space repre-
sentation,Ω∗

i . To reduce the effect of the merger,Ω∗

i needs to
be reduced. AsΩi is the weighted sum of the high frequencies,
the high frequency coefficients are masked when the image is
reconstructed from the Gaussian pyramid representation. In
Fig. 6(a), the high frequency coefficients of the first level of
the Gaussian pyramid are masked out using the approximate
shape of the detected tree object. The resulting image is shown

in Fig. 7. To increase the amount of smoothing, masking can
be extended to higher levels of the Gaussian pyramid.

Cardoset al. [32] develop an algorithm for ranking various
segmentation algorithms. In their approach, they use a measure
of distance between the segmented objects to identify if they
are parts of the same object or different objects. In merger
detection, also we use a weighted distance measure to identify
the merged object and reduce this weighted distance measure
to mitigate the mergers. So, in a sense it is making two
distinctly classified objects, as one, and reducing the weighted
distance between them.

VII. R ESULTS AND IMPLEMENTATION COMPLEXITY

The proposed algorithm is shown in Fig. 5. After main sub-
ject detection, the post-segmentation complexity will depend
on the number of rules that are automated. A digital still cam-
era uses approximately 160 digital signal processor instruction
cycles per pixel. Main subject detection, automation of the
rule-of-thirds and background blurring, or merger detection
and mitigation requires fewer digital signal processing cycles
(as explained below). The proposed algorithms are amenable
for implementation in fixed-point data types and arithmetic.

A. Main Subject Detection

1) Implementation Complexity:The RGB color image is
converted to intensity by

I = (R + G + B)/3 or I = (R + 2G + B)/4 (9)

The former step requires 2 additions and 1 multiplication,
or alternately 2 multiply-accumulates, which matches a pro-
grammable digital signal processor well. The later, which
requires 2 adds, a shift left by one bit (multiplication by 2)
and a shift right by two bits (division by 4), matches a digital
hardware implementation well. Shifts can be used here because
RGB values are non-negative.

The sharpening operation convolves the image with a3× 3
filter, which would require9 multiply-accumulates per pixel
for the sharpening and difference calculation. Canny edge
detection first smoothes the image in order to lower the noise
sensitivity, then computes a gradient, and finally suppresses
the non-maximum pixels using two thresholds. The smoothing
and the gradient computation takes9 multiply-accumulates,
assuming a3 × 3 pre-computed filter kernel that is the
derivative of a Gaussian mask. The nonmaximum suppression
step requires2 comparisons per pixel. The two3×3 filters can
be cascaded to a5× 5 filter to reduce the number of memory
accesses per pixel, to5 memory reads per pixel.

As the exact implementation of the gradient vector flow
algorithm to close the contour is computationally intensive,
we propose to use an approximation. From the map of the
detected sharper edges, the pixel position of the first “ON”
pixel from the left and the right boundaries of the image is
calculated. Every pixel between these two pixels is turned
“ON”. This approximation detects the convex parts correctly,
but fails at the concavities in the shape of the main subject.
The approximate procedure requires2 comparisons per pixel.
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Image Resolution Sensitivity Specificity Error rate

Man & child 280 × 350 88.0 % 97.2 % 4.1 %
Man 246 × 276 77.8 % 90.3 % 8.0 %
Doll 316 × 422 82.2 % 94.6 % 6.3 %

Merger 282 × 200 80.6 % 87.9 % 8.9 %

TABLE I
SEGMENTATION ACCURACY MEASURES FOR THE MAIN SUBJECT

DETECTION ALGORITHM FOR IMAGES INFIGS. 2– 6

The generated mask is written back with1 memory access
operation per pixel.

Thus, the main subject mask can be generated with18
multiply-accumulates,4 comparisons and6 memory accesses
per pixel. This has low implementation complexity on a digital
signal processor in the digital still camera.

2) Accuracy of segmentation:The accuracy of segmenta-
tion is determined by the sensitivity, specificity, and the error
rate measures [33]. The sensitivity is defined as the ratio ofthe
area of the detected main subject to the total area of the main
subject in the image. The specificity is the ratio of the area of
the detected background to the total area of the background
in the image. Here the total area of the main subject or the
background are the number of pixels that actually representthe
main subject or the background, respectively, as would have
been observed by a human. The error rate is the ratio of the
number of pixels that are misclassified to the total area of the
image. Here the segmentation ground truth was obtained by
averaging the segmentation masks of three human subjects.

For the segmented images given in Figs. 2(d), 3(d), 4(d),
and 6(b) the sensitivity, specificity, and the error rate are
given in Table I. The inaccuracy in segmentation as seen
in Table I is within the tolerable limit as a trade off for
low-complexity in detecting the main subject for subsequent
automation of the photographic composition rules. The results
also are comparable with Wang’set al. [4], [5] reported values
for the three quantifiable measures for low depth of field
images. For their test images, sensitivity, specificity, and error
rate varied from73.7% to 97.5%, 80.1% to 97.5%, and3.4%
to 5.5%, respectively.

3) Comparison with prevalent segmentation methods:
Figs. 12 compare the proposed main subject segmentation
algorithm with a wavelet-based method [4], [5], and Won’s
et al. iterative method [7]. As described earlier, our proposed
method takes 18 multiply-accumulates, 4 comparisons, and 6
memory accesses per pixel, and does not require anyà priori
training.

Similar studies were conducted for 30 images. The im-
ages were either downloaded from the World Wide Web
in the year2001 or acquired with a Canon Powershot G3
camera. The shutter aperture was varied from F2 through
F2.8 to make sure that the acquired images are low depth-
of-field photographs. The test set consisted of variety of
pictures having human or inanimate main subjects were
taken under different light conditions and scene settings
(indoor/outdoor). The original pictures are available at:
http://www.ece.utexas.edu/˜bevans/projects/dsc.

The multiscale wavelet-based method [4], [5] generates the
wavelet coefficients for each stage and classifies the image
based on the variance of the wavelet coefficients, using the

k-means clustering algorithm. The process is repeated for
multiple wavelet levels. Generating the wavelet coefficients
involves filtering the image with low and highpass filters,
respectively. Also, the computationally intensive part ofthek-
means clustering lies in computing the Euclidean distance of
each point from the neighboring clusters. Taking into account
all these factors, the wavelet-based method will at least be
2 × n × k more complex than the proposed method, wheren
is the number of wavelet levels computed andk is the number
of clusters.

The iterative spatial-domain approach [7] starts from divid-
ing the image into non-overlapping blocks. A few probabil-
ity measurements are computed from the image variance to
classify each block as foreground or background. The block
classification is further refined into pixel-level classification
using recursion and the watershed algorithm. So, if the original
image in divided intoB ×B blocks, this method would be at
leastB times as complex than the proposed method. For the
results in Figs. 12(d), Wonet al. [7] substitute the grey level
values from the original image onto the generated mask for
visual inspection.

The proposed method generates a reasonable mask of the
main subject at a much lower complexity than the afore-
mentioned methods. Also, the proposed algorithm can be
implemented in fixed-point arithmetic. A senior design student
at The University of Texas at Austin, Mayank Gupta, in collab-
oration with the authors implemented the proposed algorithms
on a Texas Instruments digital still camera chip, TMS320C55x,
and was able to obtain real-time performance [34]. As the
proposed pixel-based approach to detect the main subject
produces comparable results with the more complex wavelet-
based method [4], [5], the following subsection compares the
two paradigms.

4) Comparison of Multiresolution-based (Wavelets) and
Pixel-based Main Subject Detection:Comparing the multires-
olution wavelet-based [4], [5] and pixel-based [7], [11], [23],
[24] approaches to segment the main subject, it can be seen
that any wavelet or filter-based multiresolution approach to
segment an image would be better at representing regional
features of the image. Depending on the filter length and
the resolution which is being used for analysis, the regional
properties of the image would show up in the frequency trans-
formed domain. So, any analysis based on regional properties
will have estimation errors depending on the length of the
used filter and the resolution at which it is being viewed at.
The pixel-based approaches however analyze the image on a
pixel-by- pixel basis, and the errors will depend on how well
each pixel is classified. Thus, in this research, we present a
pixel-based approach that is fast and classifies the pixels with
tolerable accuracy required for this application.

So, for images with substantially large smooth regions
that are separated by well defined edges, both the wavelet-
based or pixel-based algorithms would provide similar results.
However, in images with many edges and texture, the pixel-
based approach would be more accurate. Also, in Wang, Li,
Gray and Wiederhold’s [4], [5] wavelet-based approach, the
segmentation accuracy is further reduced when the authors use
a block-based approach, in which in the subsequent iterations,
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the class of a subblock is switched, depending on the subblock
neighborhood.

For simplicity, we choose three model images to compare
the proposed pixel-based and a multiresolution approach. We
use a Laplacian pyramid for the multiresolution analysis. The
first image is a plain image with no edge and is generated
as f(x, y) = 0. The second is an image with a white circle
on a black background, and it has a defined strong edge. It
is generated asf(x, y) = 1 if x2 + y2 ≤ r2 wherer is the
radius of the circle. The third image is a ramp modeling an
image with a very blunt edge. This image is generated as

f(x, y) =

√
(x−xmid)2+(y−ymid)2√

(xmax−xmid)2+(ymax−ymid)2
, where(xmid, ymid)

are the mid points and(xmax, ymax) are the dimensions of
the image.

Both the pixel-based and multiresolution Laplacian pyramid
based approaches identify that there is no edge in the first
image. The6 levels of the Laplacian pyramid decomposition
are considered for the second image. Now, as this image has
a sharp edge the highest frequency octave identifies the circle
correctly. However, as more and more lower resolutions willbe
considered to segment the image, the accuracy of segmentation
would reduce. But, the regional properties of the image is
present across all the octaves. Similarly, for the ramp image,
depending on the chosen thresholds the proposed pixel-based
approach either chooses none of the image or almost the whole
of the image. Here also the segmentation would depend on
which levels are being considered.

Now in a natural image, the strength of the edges cannot
be predetermined, and the strength of all the edges would not
likely be the same. So, a multiresolution approach would be
better at representing the regional properties of the imagebut
the segmentation accuracy would depend on which frequency
level is being considered for segmentation. The accuracy of
the pixel-based approach on the other hand will depend on
how well each pixel is classified. Post-segmentation, the image
registration step requires, one subtraction, one thresholding,
and one addition operations and 2 memory accesses to modify
the detected main subject mask.

B. Automation of the Rule-of-Thirds

Using the main subject mask, the rule-of-thirds algorithm
requires 2 multiply-accumulates, 1 comparison, and 1 or 3
memory access per pixel, plus four comparisons and one
division (explained below) for the entire image. One memory
access per pixel is needed to calculate the center of mass. An
additional two memory accesses per pixels is needed only if
the picture is shifted instead of cropped.

For automated placement of the main subject following the
rule-of-thirds, the center of mass for the detected main subject
mask is computed with 2 multiply-accumulates and 1 memory
read per pixel, and 1 division. The closest one-third corneris
computed with 4 comparisons. The next step is to alter the
picture so that the center of mass is at closest one-third corner.

One approach is to crop the picture so that the center of
mass of the main subject falls on one of the one-third corners.
This is computationally very simple. Instead of cropping the
picture, every pixel in the entire image could be shifted by the

same amount so that the center of mass of the main subject
occurs at one of the one-third corners. After shifting the image,
many pixel values along two of the edges of the image would
be undefined. These pixels could be given values through pixel
replication along the boundary of known pixel values. The
shifting approach requires one memory read and write per
pixel.

In the best case, the center of mass falls at one of the one-
third corners so that the image does not have to be altered.
In the worst case, the center of mass is at one of the corners
of the picture, so that one-third of the rows and one-third of
columns would be cropped or need to be given new values.
In the average case, e.g. if the main subject were originallyin
the middle of the picture, one-sixth of the rows and columns
would be cropped or be given new values.

C. Simulated Background Blurring

Using the main subject mask, background blurring realized
by a 3 × 3 filter takes 9 multiply-accumulates and 4 memory
accesses per pixel.

D. Merger Detection and Mitigation

Background segmentation starts with a conversion from
RGB to hue. The hue value calculation uses an intermediate
variable, H’, which is in the interval[−255, 1275] and can be
represented by a 12-bit signed integer. The pseudo-code for
the conversion follows: In the worst case, the conversion to

begin
min = min(R, G, B);
max = max(R, G, B);
δ = max - min;
if (R == max) then

H’ = G-B (within yellow & magenta);
else

if (G == max) then
H’ = 2δ+B-R (within cyan & yellow);

else
H’ = 4δ+R-G (within magenta & cyan);

end
end
H = (H’ + 255) >> 3;

end
Algorithm 2 : Pseudo-code for low-complexity hue determi-
nation from red, green, blue planes

hue requires 2 shifts, 3 adds, 6 compares, and 4 byte memory
accesses per pixel. The histogram and thresholding require1
add and 1 compare per pixel. The hue values are stored inNM
pixels (or N × M × 8 bits), and a buffer ofNM log2 n bits
stores the information of then segmented objects. Now, for
all practical applications, the number of segmented objects,
n, will be less than28. So, n ≤ 28 or log2 n ≤ 8 So, the
information regarding the segmented objects can be stored in
the buffer that originally had the hue values.

The intensity Gaussian pyramid first converts the color
image to an intensity image by either

I = (R + G + B)/3 or I = (R + 2G + B)/4 (10)
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The former step requiring 2 adds and 1 multiply is suitable
for programmable digital signal processors. For a hardware
implementation, we could use the later, which requires 2 adds,
a shift left by one bit (multiplication by 2) and a shift rightby
two bits (division by 4). Shifts can be used because the RGB
values are non-negative. The intensity image is stored inNM
pixels. Any level of the Gaussian pyramid can be computed by
convolving the grayscale image with a3×3 filter with power-
of-two coefficients, which requires 9 shifts, 8 adds and 4 byte
memory accesses per pixel. The9 reads in image values to
compute the convolution can be stored in registers in order to
reduce the number of memory reads to3 per pixel. The first
level of coefficients are stored inNM pixels, and the intensity
image may be overwritten in a sequential implementation of
merger mitigation.

The inverse distance transform could be determined from
the Euclidean distance transform [29]–[31] by subtractingits
value from 255. In this case, the inverse distance transform
would be computationally intensive. We propose an approxi-
mate, lower complexity, inverse distance measure. Along each
row (column) the distance of each “off” pixel from the nearest
“on” one is computed and a ramp function is generated. The
maximum of the horizontal (row) distance and the vertical
(column) distance is taken as the distance from the nearest
“on” pixel. In order to assign more penalty to the high
frequency coefficients close to the main subject, the pixels
closer to the main subject mask have a higher weight. The
weights are stored inNM pixels. This measure requires 2
adds, 1 compare, and 2 byte memory accesses per pixel.

For each background object, the intensity Gaussian pyramid
coefficients are weighted by the inverse distance transform
coefficients and summed. The background object with the
highest sum is chosen as the background merging object, and
the corresponding background object mask is the output. The
background object mask can be stored in the main subject
mask buffer so as to reuse memory. All totaled, 1 multiply, 1
add, and 1 compare are required per pixel.

In the final step, the color Gaussian pyramid and recon-
struction only have to be applied to those pixels in the binary
mask input correspondingly. For each pixel in the binary
mask input, the first level of the color Gaussian pyramid
transformation is calculated separably for each RGB planes.
For each color plane, 9 shifts, 8 adds, and 3 byte memory
accesses are required for a3 × 3 filter kernel. The high
frequency coefficients for the merging background object are
masked with 1 compare and 1 memory access per pixel.
The output (merger reduced) image takes 9 shifts, 8 adds,
1 compare, and 1 byte memory access per pixel, and would
be stored in3NM pixels.

The computational requirements for each block in merger
mitigation are given in Table II. For merger mitigation, allthe
blocks, except the main subject detection and color Gaussian
pyramid/reconstruction, work only on the background image.
Hence, the complexity will depend on the percentage of
background pixels in the image. The merger reduced image
for Fig. 11(a) is shown in Fig. 11(b). The background trees
merging with the bird are blurred out, thereby inducing a sense
of distance.

Block × << + ≥ m

Segment background 2 4 7 4
Intensity Gaussian pyramid 1 9 10 4
Inverse distance transform 2 1 2

Detect merging object 1 1 1 1
Color Gaussian pyramid 27 24 9

Reconstruct pyramid 1 27 24 3

Total 3 65 65 9 23

TABLE II
PER PIXEL IMPLEMENTATION COMPLEXITY OF THE PROPOSED

MERGER MITIGATION ALGORITHM IN NUMBER OF

MULTIPLICATIONS (×), SHIFTS (<<), ADDITIONS (+),
COMPARISONS(≥), AND BYTE MEMORY ACCESSES(m). THE

LAST TWO STEPS ARE ONLY APPLIED TO THE MERGING

BACKGROUND OBJECT. THE OTHER STEPS ARE APPLIED ONLY

TO THE BACKGROUND.

Block × << + ≥ m

Main subject detection 18 4 6
Mask registration 2 1 2

Rule-of-thirds 2 1 3
Background blurring 9 4

Merger mitigation 3 65 65 9 23

Total 32 65 67 15 38

TABLE III
PER PIXEL IMPLEMENTATION COMPLEXITY OF MAIN SUBJECT

DETECTION, AUTOMATING RULE-OF-THIRDS, BACKGROUND

BLURRING, AND MERGER DETECTION AND MITIGATION IN

NUMBER OF MULTIPLICATIONS (×), SHIFTS (<<), ADDITIONS

(+), COMPARISONS(≥), AND BYTE MEMORY ACCESSES(m).

VIII. C ONCLUSION

This paper proposes a joint optical-digital framework for
helping the amateur photographers take pictures with better
photographic composition. The framework, which is shown
in Fig. 5, acquires the user-intended image as well as a
supplementary image. This supplementary image is taken
immediately before or after the user-intended picture and
uses the same autofocus settings. In the supplementary image,
however, the shutter aperture is fully opened and shutter speed
is automatically adjusted so that objects not in the plane
of focus are blurred by the optical subsystem. This supple-
mentary blurry image is then digitally processed to locate
the main subject. With the main subject identified, selected
photographic composition rules may be automated to generate
new alternate pictures with better photographic composition.
Three photographic compositions rules are automated without
making assumptions on scene setting or content.

This paper also moves towards the goal of implementing
the framework in a digital still camera. A digital still camera
implements a variety of digital image processing algorithms
on a fixed-point programmable processor with little on-chip
memory and relatively slow clock speeds and off-chip data
transfers. We present low-complexity, non-iterative, unsuper-
vised algorithms for automatic main subject detection and
for automating three photographic composition rules: rule-
of-thirds, artistic background blurring, and blurring merg-
ing background objects. With the proposed low-complexity
algorithms, the entire framework can be implemented with
fewer than 180 fixed-point computations and 40 memory
reads/writes per pixel (as shown in Table III). This is about
50% higher than the implementation complexity of JPEG
compression and decompression together.
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(a) (b)

(c) (d)

(e) (f)

Fig. 2. Automation of photographic composition rules by detecting the main subject, the man and the child, which are in focus:(a) Digital image with
background blur from large shutter aperture; (b) Sharper edges are prominent in the filtered image; (c) Rough outline of mainsubject; (d) Detected main
subject mask, with center of mass not following the rule-of-thirds; (e) Generated picture obeying rule-of-thirds; and (f) Simulated background blur which
could result from camera panning. The mask could be also dilated before applying the motion blur filter to prevent over-blurring of edges. The full-resolution
images are available at http://www.ece.utexas.edu/˜bevans/students/phd/serenebanerjee/Pictures/
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(a) (b)

(c) (d)

(e) (f)

Fig. 3. Automation of photographic composition rules by detecting the main subject, the man, which is in focus: (a) Digital image with background blur from
large shutter aperture; (b) Sharper edges are prominent in the filtered image; (c) Rough outline of main subject; (d) Detected main subject mask, with center
of mass not following the rule-of-thirds; (e) Generated picture obeying rule-of-thirds; and (f) Simulated background blur which could result from camera
panning. The mask could be also dilated before applying the motion blur filter to prevent over-blurring of edges. The full-resolution images are available at
http://www.ece.utexas.edu/˜bevans/students/phd/serene banerjee/Pictures/
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(a) (b)

(c) (d)

(e) (f)

Fig. 4. Automation of photographic composition rules by detecting the main subject, the stuffed animal, which is in focus: (a) Digital image with background
blur from large shutter aperture; (b) Sharper edges are prominent in the filtered image; (c) Rough outline of main subject; (d) Detected main subject mask,
with center of mass not following the rule-of-thirds; (e) Generated picture obeying rule-of-thirds; and (f) Simulated background blur which could result from
camera panning. The mask could be also dilated before applyingthe motion blur filter to prevent over-blurring of edges. The full-resolution images are
available at http://www.ece.utexas.edu/˜bevans/students/phd/serenebanerjee/Pictures/
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(a) (b) (c) (d)

(a) (b) (c) (d)

(a) (b) (c) (d)

(a) (b) (c) (d)

Fig. 12. Comparison of the proposed method with prevalent methods for main subject detection: (a) Original image, with the mainsubject (the alligator,
butterfly, bird and tiger, respectively) in focus; (b) Detected mask of the main subject with the proposed low–implementation complexity one–pass algorithm;
(c) Detected mask by Wang’set. al.multiscale wavelet-based approach[4], [5]; and (d) Detected main subject by Won’set. al.maximum a posteriori probability
estimation approach[7] (the authors fill the segmented region with original gray levels for visual inspection).
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(a) (b)

Fig. 6. Examples of (a) a merger of the main subject, the man,
with the trees in the background (in color) and (b) the detected
main subject mask in (a).

Fig. 7. The detected merged region is
processed in the frequency domain to reduce
the effect of the merger. The blurred trees
induce a sense of distance.
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Fig. 8. Histogram of the hue values for the background of Fig.6(a), which
shows the average and peaks.

(a) Object 1 (b) Object 2 (c) Object 3

Fig. 9. Some of the background objects (segmented by color con-
tent) for Fig. 6(a) identified by the color background segmentation.

(a) (b)

Fig. 10. (a) The Euclidean distance transform
coefficients and (b) the high frequency coeffi-
cients from the first level of the Gaussian pyramid
for Fig. 6(a). The background object is detected
to be merged if it yields the maximum of the
weighted sum of (a) and (b).

(a) Original image (b) Merger reduced

Fig. 11. The proposed algorithm reduces the effect of the merger of the tree
with the bird. The blurred trees in the processed image are distinguishable as
a separate object from the main subject.


