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1 Introduction

A class of sets, or functions, is said to be P—Glivenko—Cantelli if the empirical measure P,, converges
in some sense to the true measure, P, as n — oo, uniformly over the class of sets or functions.
Thus, the notions of Glivenko—Cantelli, and likewise uniform Glivenko—Cantelli are for the most
part qualitative assessments of how “well-behaved” a collection of sets or functions is, in the sense
of convergence of empirical measures. Since the ability to positively or negatively identify this prop-
erty in a given family of sets or functions is quite useful, it is natural to seek a more specific, or
rather, more tractably calculable criterion, or set of criteria, that is equivalent with some form of
Glivenko—Cantelli.

This paper contains a discussion of the relation of measurability and capacity conditions, to var-
ious formulations of the Glivenko—Cantelli property. Specifically, we focus on weak and strong
P-Glivenko—Cantelli classes, for some P given, and also on weak and strong universal and uniform
Glivenko—Cantelli classes, as will be defined below.

Section 2 below will introduce the definitions we use, including those of measurability and capac-
ity. Section three contains a discussion of Glivenko—Cantelli classes, some necessary and sufficient
conditions to ensure Glivenko—Cantelli, and also the characterization of Glivenko—Cantelli given by
Talagrand ([3]). Finally, section 4 contains similar results about so-called wuniversal and uniform
Glivenko—Cantelli classes. While a number of proofs are provided, some are omitted for length
considerations, and instead references are given.

2 Definitions

Given some measurable space (X, A), the set F of functions, or sets, is called a universal Glivenko—
Cantelli class if and only if it is a Glivenko—Cantelli class for every probability measure P € P(X, A).
Moreover, if F is a universal Glivenko—Cantelli class, and furthermore the rate of convergence of the
empirical measure is uniform over all P € P(X) := P(X, A):

Ve >0, 3N st. VP € P(X), n> N = Pr*{||P, — P||s > ¢} <,

then we say that F is a uniform Glivenko—Cantelli class.

As mentioned above, we use notions of measurability and capacity in order to characterize the
various versions of the Glivenko—Cantelli property. As examples below illustrate, there are still open
questions as to the precise interplay between such conditions and the Glivenko—Cantelli property.

The idea of the “size” of a class of sets is captured by various definitions of capacity. One such
measure of size is the so-called Vapnik—Cervonenkis index of a set. This is defined as the supremum
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of cardinalities of sets shattered by our class of sets, where we say that a class C of sets shatters a
finite set A if and only if for every subset B C A, we can write B = AN C, for some C € €. This
paper discusses the connection between this definition and Glivenko—Cantelli classes. For a more
in-depth discussion of Vapnik-Cervonenkis classes and their relation to convergence of empirical
measures, see, e.g. Dudley ([1]).

We are concerned with the weak or strong convergence of || P, — P||5. However, the measurability
of the cover function ||P, — P||¥ is not always sufficient. We will see, for instance, that without
stronger measurability conditions, a finite Vapnik—Cervonenkis index is not sufficient to guarantee
that a class J is Glivenko—Cantelli for all P € P(X), while with some assumed measurability, a finite
Vapnik-Cervonenkis index is sufficient for uniform Glivenko-Cantelli. The measurability condition
we use is given by the following

Definition 1 We call a measurable space (A, A) a Suslin space if and only if there is a Borel-
measurable surjection from some Polish space Q0 onto A.

Combining this with the notion of admissibility gives us the condition we seek on the elements of F.

Definition 2 For (2,.,A) a measure space, F a set, and X : Q x F — R, we call X image
admissible Suslin via (Y, 8,7T) if and only if (Y,8) is Suslin, T : Y — Q is a surjection, and the
map

(y,w) = X(T(y),w),

is measurable on' Y x Q. We call X image admissible Suslin if it is image admissible Suslin via
some (Y,8,T).

We now begin to characterize the Glivenko—Cantelli property by means of the above definitions.

3 Glivenko—Cantelli

We say that F is a weak Glivenko—Cantelli class if the convergence of the empirical measures is in
probability, that is, if
|Pn = Pllz — 0,

in probability, as n — oo. On the other hand, ¥ is called a strong Glivenko-Cantelli class if the
convergence is almost sure for P.

Example 1 Weak Glivenko—Cantelli and strong Glivenko—Cantelli are not in general equivalent.
Let F be the unit ball of the dual space H' of some infinite dimensional Hilbert space H with
orthonormal basis {e;}. Choose P on H that assigns probability ¢/n? to k,e, and —k,e,, where
¢ = 3/7? is the appropriate normalizing constant, and k,, = n/(logn + 1). Then some (non-trivial)
work shows that J is a weak, but not strong, Glivenko—Cantelli class (see, e.g. [2]).

Under some boundedness conditions, however, these two notions do in fact coincide. Recall that a
class F C L'(P) is called order bounded iff F; € L'(P), where

Fg(x) = sup{[f(2)] : f €T}
We have the following, due to Talagrand ([3]):
Theorem 1 (Talagrand) If ¥ C LY(P), then the following are equivalent as n — co:
(i) ||P, — P||5 — almost surely;
(ii) ||P, — P||lg — almost surely;

(iii) || P, — P||% — in probability, and moreover JF is order bounded up to additive constants, i.e.
Fo,p:={f— [ fdP : f € F} is order bounded.



Of course, it is not surprising that the added condition of boundedness is not nearly sufficient to
ensure Glivenko-Cantelli. We have the following example.

Example 2 Consider the unit ball in €[0, 1] under the supremum norm:
¥F= {f € 6[07 1] : ||f||oo < 1}'

This is neither a strong nor a weak Glivenko—Cantelli class (by the above theorem, since ¥ is order
bounded, these are equivalent) for P = A, Lebesgue measure on the unit interval. The intuition is
that the class of bounded continuous functions is quite large — more specifically, the class of sets
given by the subgraphs of this class of functions is very large, in the Vapnik-Cervonenkis sense.

This is made precise by the following characterization of Glivenko—Cantelli classes, due again to
Talagrand ([3]), in terms of a particular notion of shattering. First we need some definitions. Sup-
pose we have a probability space (2, A, P). Then given any subset B C {2, real numbers a < 3, any
n € N, and set &, define

W(F,B,a,3,n) = {(x1,...,%n,y1,--,Yn) € B*™ : If € F, such that
flz) <a<pB< f(y), foralli=1,...,n}.

Then we have the following two theorems.

Theorem 2 (Talagrand) If F is order bounded for P, then it is Glivenko—Cantelli if and only if
there do not exist real numbers o < 3, and a set B C Q with P(B) > 0, such that

P (W(F,B,a, B,n)) = P(B)*",
for all positive integers n.
We also have the following:

Theorem 3 (Talagrand) Suppose we have a class of sets € such that Fe, the set of corresponding
indicator functions, is in turn such that for every a < 3 and integer n, W(F,Q, a, 3,n) is P?"-
measurable. Then C is P—-Glivenko—Cantelli iff there exists no set B of positive measure such that
P restricted to B is nonatomic, and furthermore for all n-tuples x1,...,x, in B, up to a set of
P"—measure zero in Q", the set {x1,...,x,} is shattered by C.

From these two theorems it is immediate that the unit ball in €[0, 1] fails to be a Glivenko—Cantelli
class, precisely because while its elements are continuous, there are no restrictions on their deriva-
tives, and thus the class can (easily) shatter any set of distinct n-tuples. Since the set of nondistinct
n-tuples has measure zero for any nonatomic law P, the conclusion follows from the above theorem.
In fact we see later that if we control the supremum norm of the first derivative almost everywhere,
then in fact we obtain at least a universal Glivenko—Cantelli class.

Note that while many of the above quantities, such as the envelope function F§ for instance, are de-
fined in terms of the probability measure P, the Vapnik-Cervonenkis index is a purely combinatorial
property. Thus it makes sense that this should be related to universal and uniform Glivenko—Cantelli
classes. In the interest, then, of examining the relation between the Glivenko—Cantelli property and
the Vapnik—Cervonenkis index, we investigate universal and in particular, uniform Glivenko—Cantelli
classes. To this we now turn.

4 Universal and Uniform Glivenko—Cantelli

First we look at universal Glivenko—Cantelli classes: classes of sets or functions that are Glivenko—
Cantelli for all probability measures P € P(2). Then we consider the subset of these which have
the added property of uniform convergence over the family of measures P(2).



4.1 Universal Glivenko—Cantelli

In analogy to the case of a single, fixed distribution P, we have weak and strong universal Glivenko—
Cantelli classes. We say that F is a weak universal Glivenko—Cantelli class if for every n € N there
exists some function,

an : FxP(Q) — R,

such that we have
[[Pn — an(:, P)|[5 — 0,

in probability as n — oco. Unlike the case of a single P, the weak and strong universal Glivenko—
Cantelli properties are in fact equivalent. This follows because by the following theorem, order
boundedness of F is a necessary condition for F to be universal Glivenko—Cantelli (and recall that
under this assumption, even for the case of single P, weak and strong Glivenko—Cantelli are equiv-
alent). To see the equivalence of weak and strong universal Glivenko—Cantelli that results from the
neccesity of order boundedness, suppose for the moment that the contrary holds. Suppose that F
is a weak, but not a strong universal Glivenko—Cantelli class. Further, let us suppose that M < oo
is the uniform bound on ¥, that is, M is such that sup f —inf f < M for all f € F. Then, by the
failure of strong universal Glivenko—Cantelli, we can find some P, ¢ > 0, and sequence n(k) — oo,
such that for some g € F,

‘ /gk dP — an(k)(gk,P)’ > €.
By the assumed weak Glivenko—Cantelli property, for k sufficiently large,
1
Pf{‘ /gk APy — an(k)(gsz)‘ >¢e/2} < 5

Also, Pr{

)

DN | =

/ gk d(Puy — P)| > </2) < 4M2/(n(k) <

where the second inequality follows from Chebyshev’s inequality. But then since each of these events
occurs on sets with measure strictly less than one half, we can find a set of positive measure, and
in particular a point, where neither event occurs. Applying the evaluation map at this point, and
subtracting, results in a contradiction.

The following theorem shows that for ¥ to be universal Glivenko—Cantelli, it must be uniformly
bounded up to additive constants.

Theorem 4 If the class of functions F is universal Glivenko—Cantelli, then the set
Foi={f—inff: feT},

is uniformly bounded.

First we prove the following

Lemma 1 Suppose we have a normed space (X,|| - ||), and random elements {X;} that satisfy the
following measurability and independence conditions:

(i) For each n, and for s; =1 or —1, ||s1 X1 + -+ - + s, Xnl||, and || X,|| are measurable,
(i) The joint distribution of ||s1 X1 + -+ 4+ smXm|| for m < n, is independent of the {s;},
(i) The random variables || X;|| are i.i.d.

Then, if ||Snll/m — 0 in probability as n — oo, we also have nP(||X1]| > n) — 0, as n — oo.



PROOF. The proof is by contradiction. Under the given conditions, we can apply the Lévy
inequality. Thus we have

P(|Snll 2 n/2) = SP@Ej <n: ||l = n/2)

N = N =

> SP@Ej<n: X n)

Now, if nP(||X1|| > n) - 0, then there exists some ¢ > 0, such that for any N, there exists some
n > N with nP(||X1|| > n) > . But then there exists a subsequence nj — oo for which

P(||X1]| > ng) > e/ng, for every k.

Then, since the X; are i.i.d. by assumption,
, S \n —
PE<n: [IX]2n)=1-(1-2)"21-e=>0,
n

as n — 00, hence contradicting the assumption that

|15l

n

— 0, in probability.

Now for the proof of the theorem:

PROOF.  Suppose to the contrary, that F is a (weak) universal Glivenko—Cantelli class, but Fy
(as given above) is not uniformly bounded. Then we can find G := {f;} C F and points xj, yx such
that

| (k) — fr(yp)| > 8%, fork=1,2,....

Now choose the atomic distribution P that assigns mass 2= (k+1) t4 each of xj and Yk, and let Py, P!
be independent empirical processes for P. Then,

1< 1<
(P, — P)) Egaxm—ay() 5;

Since by assumption ¥ is weak universal Glivenko—Cantelli, then surely so is G, and thus

1 « . o
1P = Prlls =1~ ;vmg — 0, in probability.

Applying lemma 1 above we obtain that
nPr(|[Villg) > n) — 0,
as n — 0o. However, by our choice of P, for every k and n = 8, we also have
nPr(||[Villg) > n) > nPr{X(1) =z and Y (1) =y} > 22]6 — o0.
This contradiction concludes the proof. (I

We now relate the universal Glivenko—Cantelli property to the combinatorial Vapnik—Cervonenkis
index.

Example 3 Consider some well-ordered uncountable set (€2, <) (we can think of Q as the least
uncountable ordinal) such that the sets I, := {y : y < x} are each countable. Let our class of sets



C be precisely these “initial segments” I,. Then consider any measure P that assigns measure zero
to every countable set. Now, for every n, the empirical measure P,, will be of the form

1 n

For any possible values of X1,...,X,, let o be the maximum. Then
sup(P, (1)) > P,(I,,) = 1.
Meanwhile, since the I, are all countable, by our choice of P, P(I,) = 0. Therefore
|1Po = Plle=1 Vn,

and thus C is not universal Glivenko—Cantelli. On the other hand, however, since C is linearly or-
dered by inclusion, we have §(€) = 1, and in particular §(C) < oco.

This example, then, illustrates that a finite Vapnik-Cervonenkis index is not sufficient to ensure
that a class of sets is universal Glivenko—Cantelli. The following example demonstrates that it is
also not necessary.

Example 4 Consider now any countable set X. We claim that the power-set o-algebra A := 2%
is itself universal Glivenko—Cantelli. Recall that showing A is a weak or strong universal Glivenko—
Cantelli class is equivalent. Choose any distribution P on X. Enumerate X as {ry,ra,...}, so that
P assigns probability mass p; to r;. We want to show that Ve > 0,

limy, oo Pr(sup gc4 |Pn(A) — P(A)] > ¢) — 0.
Given any € > 0, choose M sufficiently large so that Y 7. | pi < &/4. Then we have:
Pr( supycqy |Pn(A) — P(A)] > ¢€) < Pr(supgeq |[Pa(AN{ry,....70})
—PAN{ry,...,rm})| > €/2) + Pr(supgcu |Pn(AN{rarss, ... })
—P(supgeq AN{rmt1,... 1) >¢€/2)
< Pr(supygeq |[Pu(AN{ry,...,rm}) — P(AN{ry,...,r;m})| > €/2)
—‘rPI'(Pn({T‘M+1, o }) > 6/2)

Bounding the second term is a straightforward application of Hoeffding’s inequality. As for the first
term, call it (A), we again use Hoeffding’s inequality to bound it:

M
(4) < Pr(Y_|Pu(ry) = P(rj)] > €/2) < Me™"= /4,

We have shown that for X any countable set, A := 2% is universal Glivenko-Cantelli. But on the
other hand, evidently, §(A) = +o0.

Therefore, the two examples above illustrate that a finite Vapnik—Cervonenkis index is neither
necessary nor sufficient for the universal Glivenko—Cantelli property. However we will soon see that
under measurability conditions such as those introduced in section 2, a finite Vapnik—Cervonenkis
index is in fact equivalent to the uniform Glivenko—Cantelli property, which of course implies the
universal Glivenko—Cantelli property. We now turn our attention to the uniform Glivenko—Cantelli

property.

4.2 Uniform Glivenko—Cantelli

In analogy to the definition of weak universal Glivenko—Cantelli classes, we say that some set F of
(measurable) functions on (€2, A), is weak uniform Glivenko—Cantelli if for every n € N there exists
some function,

an : FxP(Q) — R,



such that for all € > 0, we have
suppep(o,a) Pr{|[Pn — an(, P)lls > e} — 0,
as n — 0o. We say that a set F is strong uniform Glivenko—Cantelli if for all € > 0,
SUD pep(,4) Pr*{sup,,>, ||Pm — Plls > ¢} — 0.

Under measurability conditions, we will provide an entropy-related characterization of uniform
Glivenko—Cantelli classes, and also demonstrate that, again, given these measurability conditions,
weak and strong uniform Glivenko—Cantelli are equivalent.

If F is weak uniform Glivenko—Cantelli, then it must also be weak (and hence also strong) universal
Glivenko—Cantelli, and hence by theorem 4 above, ¥ must be uniformly bounded up to additive
constants. As in the universal Glivenko—Cantelli case, we write

Fo:={f—inf f: feTF}
We have the following

Proposition 1 The following are equivalent (and for all we assume that F consists of universally
measurable functions):

(i) F is a weak uniform Glivenko—Cantelli class.
(ii) F is a family of bounded functions, for which
suppepa,.a) Pri{l|Pm — Plls > e} — 0,
for all e > 0.

(i) F is a family of bounded functions such that for all v > 0,

SUppep(a.a) £ [P — Pll7 = 0.

Note that as a consequence of this equivalence, and of theorem 4, uniform boundedness up to addi-
tive constants is implied by any of these conditions, (4), (i), (¢i).

PROOF. The sequence of implications (ii) = (i1) = (¢) is clear.
(1) = (i1): By the triangle inequality we have

suppep(a,a) Pr{l[Pm — Plly > e} < suppepa) Pri{l|Pn — an(:, P)lls > €}
+Pr*{||P — an (-, P)||5 > €}.
Since the first quantity above goes to zero by assumption, we need only prove that the second

quantity goes to zero as n — oo. By the uniform boundedness implied by theorem 4, assume Fj is
uniformly bounded by some M < co. By Chebyshev’s inequality, for all ¢ > 0, n € N and f € F,

4M?
Pr{|P,f — P 2 <
H{IPaS — PII > /2 < 25

and thus for all 6 > 0 we can find a Ns(}é) such that if n > Ns(}é),
)
Pr{|Paf — Pf| < /2} > 1 3.

From the definition of weak convergence, similarly, we can find some N 5(25) such that if n > Ns(is) ,

Pr{Puf — an(f,P)| <e/2) > 12,



for all P, f. Together these imply the desired result.

(#9) = (ui): Since (1) = (i), Fo is uniformly bounded, and we can replace F by Fy in both
(i7) and (i). Since Pr*(f > &) = Pr(f* > ¢) for any R—valued function f, and since our family is
uniformly bounded up to additive constants, convergence in probability is equivalent to convergence
in 7' moment, for any r > 0, and the result follows. |

Recall that the strong and weak universal Glivenko—Cantelli properties are equivalent. For uni-
form Glivenko—Cantelli, the strong and weak formulations are equivalent if we make some additional
measurability assumptions. Whether this equivalence holds without the added measurability is
unknown. In addition, with the assumed measurability condition, we have a metric entropy type
characterization of uniform Glivenko—Cantelli. For x € X™ we define the following functions on Fy:

1
5\/1

een(Fi9) = [N gl 0<p <o
i=1
onelf10) = miwsic | f(r) — gla)],

and define
H,, p(e,F0) :=sup,exn log N(e,Fo,eq.p).

Then we have the following

Theorem 5 If F is a set of bounded functions on (X, A), and Fy is image admissible Suslin, then
the following are equivalent:

(i) F is a weak uniform Glivenko—Cantelli class.
(i) F is a strong uniform Glivenko—Cantelli class.
(iii) Fo is uniformly bounded, and for any e > 0, and any (some) 0 < p < oo,

limy, 00 Hp p(e, Fo)/n=0.
The proof is quite long, so we give the important ideas in each step.

Proor. Consider the condition (4i7). By the assumed uniform boundedness of Fy, for 0 <
p < g < oo we have

IA

Hn’p(g(p/\l)/(q/\l),go) Hn,q(E, Fo)

Hn,p(g(qu)/(pAl)/(QM)(qu)/(pvl), Fo),

A

and thus all the conditions in (ii7) for 0 < p < oo are equivalent. By Talagrand ([3]), (i) for p =1
implies (ii7) for p = co. We can see this as follows. Take some z = (z1,...,z,) € X", and for
0 < a < e < 1/2 choose some map 7 : Fy — Fy such that

ex,l(faﬂf) S 055/2 vf S 5:05

and such that
card{mf : f € Fo} = N(ae/2,F0,ez,1).

By our restrictions on the map =, there are N(ae/2,J,e,,1) mequivalence classes €y, where
g€ &y iff rg=nf. Nowlet G:={f—nf : f€TFo}. Then for any equivalence class €5, we have

N(Ea 8[f];em,oo) < N(57 gaem,oo),

and thus we have
N(e,F0,€x,00) < N(ae/2,F0,€e51) - N(€,5, €x,00)-



Now, g € §iff g = f — «f for some f € Fy, and therefore

Sl = DI )
i=1 =1
= ep1(f,mf) <ag/2,

and thus we have

S lg(ao)] < aen/2,
=1

which implies that there are at most m := [an] z;’s such that |g(z;)| > /2. Now we approximate
in the sup-norm the family G, as follows. Let H be the family of functions with support on m of the
n points {z1,...,z,}, and such that they take values in {ke/2 : |k| < 4M/e}. Then Vg € G, there
is some h € I that satisfies

max; [(g — h)(z;)] < g/2,

and therefore we have
n
N(e, G ep,00) < (m> (L+8M/e)™
= N(e, %0, e000) < N(ag/2,Fo, e01) - (Z) (1+8M/e)™
= Hmoo(gv ?O) < IOg N(OéE/Q, :}“0, ew,l) + 1Og (:"L) + IOg (1 + SM/E)m

The first term on the RHS above is Hy, 1 (ae/2, Fy), and we know by assumption that H,, 1 (e, Fo)/n —
0 as n — oo. We use Sterling’s approximation for the second term. Recall that by Sterling, we have

N!~ e NNNVorN.
Therefore we have

) n! ) e "n"\2mn
og——— ~ lo
&l & e="m™(n —m)(n=m)2r\/mn

(n—m)! m
o —=—- ()" (25

= log

+mloglal + (n —m)log|l — af.

1
V2mm

Thus we have

1 1 1
ﬁHnyoo(g,ffo) < EHnyl(ae/Q,S'“o) + - log + alog |a

1
V2mm
+(1 —a)log|l — o] + alog(l + 8M/¢),
1
= hmsupnﬂoo _Hn,oo(ga 9:0) < OélOg |CM‘ + (1 - Oé) log ‘1 - Ol|
n

+alog(l+8M/e),

and letting o — 0 gives us the desired result. Finally, since (zi¢) for p = oo is easily seen to imply
(#4) for all 0 < p < oo, all the conditions in (4#i¢) are equivalent. It is also clear that (i7) implies (4).
Then to conclude the theorem we will show that (¢i¢) implies (i7), and (i) implies (¢i7). Since the
condition in (#44) is equivalent for all p € (0, 00], we are free in each of these steps to choose the p
that is the most convenient for us.



First we show that (#i7) implies (ii), for the case p = 1. By (4ii), we have that when n is suffi-
ciently large,
N(g/8,F0,ex1) < exp{e’n/(256 M?)},

for all x € X™, where M < oo is the bound on JFj, assumed to exist. Next, we look at the product
space (X, A, P)N ® ([0,1], B, \), where X; are coordinates on (X, A, P)Y, and {¢;} is a Rademacher
sequence independent of the {X;}. From here, by symmetrization, boundedness of Fy, and also
Hoeffding’s inequality, we obtain the inequalities

Pr{||P, — P||lg >} < 4Pr {H Zaiéxi/nH n > 5/4}
i=1 sho
< UBN(/S,Fo,er o)1) expl—e2n/(128M2)}.

This, together with the above inequality, concludes the proof that (ii7) implies (i).

To show (¢) implies (#i7), we choose p = 2. Again we can choose some finite M as the uniform bound
on JFy, this time because of the result of theorem 4. From here the result follows with quite a bit
more work, using symmetrization arguments. See [2] for details. O

Indeed, measurability plays an important role here. As mentioned previously, whether the strong
and weak uniform Glivenko—Cantelli properties are equivalent is unknown, if the image admis-
sible Suslin condition is not imposed. Furthermore, in example 3 given above, the class € has
Vapnik-Cervonenkis index 1, and thus by Sauer’s lemma, it satisfies

H, ,(,€) <log(n+1), 0<p< 0.
However, it is not universal Glivenko—Cantelli, and thus cannot possibly be uniform Glivenko—Cantelli.

On the other hand, regardless of measurability conditions, if condition (ii¢) in theorem 5 above
holds for a class of sets @, for p = oo, then € is a Vapnik—Cervonenkis class. And conversely, if a
class @ of sets is a Vapnik-Cervonenkis class, then H, »(¢,€) < clogn, and in particular, condition
(#i1) in theorem 5 above holds for p = co. In other words, we have the following

Corollary 1 If C is image admissible Suslin, then the following are equivalent:
(i) C is uniform Glivenko—-Cantelli,
(i) @ is Vapnik-Cervonenkis.

Example 5 Recall example 2. There, theorem 3 shows that our set
F={fe€€01] : [[flle <1},

is not a Glivenko—Cantelli class for Lebesgue measure on the unit interval, and hence neither uni-
versal nor uniform Glivenko—Cantelli. Moreover we saw that theorem 3 tells us that F fails to be
Glivenko—Cantelli because in some sense, the class of its subgraphs is too big, as it can shatter any
distinct n points on the line. We can sufficiently reduce this class by only considering continuous
functions with some bound on the size of their first derivative. Requiring that a derivative exist a.e.
and be uniformly bounded turns out to be enough. Consider the class

ff]y[ :{fS—>R : ||f||BL§M}

For S a separable metric space, the F); are all universal Glivenko—Cantelli, and furthermore, they
are each a uniform Glivenko—Cantelli class iff (S, d) is totally bounded.

That they form a universal Glivenko—Cantelli class is immediate, from the fact that the so-called

dual-bounded-Lipschitz metric metrizes the convergence of laws, and a.s. convergence P, = P
(Varadarajan’s theorem).
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Suppose that S is totally bounded. We show that J is also totally bounded for the sup-norm,
and thus for any € > 0, Hy oo(e, (Far)o) is uniformly (in n) bounded, and thus as a corollary to
theorem 5, F); is uniform Glivenko—Cantelli. We must show then that F is totally bounded when
S is. The idea is that once we cover S with N, e-balls, a function f € Fy; can vary by at most e M
in any e-ball. Then partitioning [—M, M] finely enough, say into [M/¢] intervals of equal length,
we can define [M/g]!V<] continuous functions (not necessarily with the Lipschitz bound) such that
in the sup-norm, any function in F is at most € away from one of these functions. From here total
boundedness follows.

Now suppose that S is not totally bounded. Then we can find an infinite set A C S such that
no two points of A are d-closer than ¢ apart. Then if B C A, we can define a function f that
assumes the value € on B and 0 on A — B, and ||f||pr = 1 + €. Again by theorem 5, we conclude
that F14. is not a uniform Glivenko—Cantelli class, and hence by scaling, neither is Fy;.

5 Conclusion

The results summarized in this paper indicate that the law of large numbers type convergence of
empirical measures to the true meaure, depends, essentially, on two notions of “niceness:” capacity
and meaurability. Together, these two notions are sufficient, or in some cases come close to being
sufficient, for characterizing the Glivenko—Cantelli classes. At the same time, however, we have given
examples where a class of sets, or functions, may have measurability but be “large” in the sense of
Vapnik-Cervonenkis, or some other entropy sense, or vice versa, and it fails to be Glivenko-Cantelli.
Conversely, we have seen that neither capacity nor measurability conditions are necessarily required
for a class to be Glivenko—Cantelli.
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