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Abstract—Power gating is a circuit technique that enables high  In the literature, various methods have been proposed to size
performance and low power operation. One of the challenges the sleep transistor. In [3inodulebased design was proposed
in povxr/]er gating Is 5||2|nght_he sleep transistor which is hus(;ao: 0 \where a single sleep transistor is used for the entire circuit.
gate the power supply. This paper presents a new methodology |\ 41 e circuit is partitioned intalustersto minimize the

based on timing criticality and temporal currents to size the ; ) N
sleep transistor. The timing criticality information and temporal ~Maximum simultaneous switching current. Each cluster has
current estimation are obtained using static timing analyzer. The an individual sleep transistor. In [5], all the individual sleep
results obtained indicate that our proposed technique results in transistors of [4] are wired together and the resulting mesh is
area reduction of sleep transistors bys0% and 49% compared .64 thedistributed sleep transistor network (DSTN). The
to module based design and cluster based design respectively. . - - .

discharging current is shared by the sleep transistor network

I. INTRODUCTION which reduces the size of the sleep transistor. The sizing in

As technology scales, the supply voltagé,() needs to all the above methodologies are based onntraximumworst
be scaled down since it has a quadratic relationship wig@se switching current,.qx [5].
the dynamic power. But scaling dowkpp alone results in | [2] it was shown that the sleep transistor can be ap-
loss of performance. One way to maintain performance, jgoximated by a linear resistor that creates a finite voltage
scaling down bothVpp and Vr [1]. But scaling downVr  drop V.., ~ RaeepI(t) WhereI(t) is the switching current
exponentially increases the subthreshold leakage current. @@ugh the sleep transistor as shown in Fig. 2. It is important
of the techniques to reduce subthreshold leakage is powghotice that different gates in a given path will see switching
gating. Power gating is a circuit technique in which the souregrrents ofdifferent magnitudethrough the sleep transistor.
nodes of the gates in the functional block which were groundgge delay of a gate is inversely proportional to the gate drive
are now connected to the drain of the NMOS sleep transist%s = Vpp — Viteep = Vb — Rateepl(t) [6]. To the first
In the active mode, the sleep transistor is turned on to retgyjRjer, we can state that the penalty experienced by each gate
the functionality of the circuit. In the sleep mode, the sleeg,e to the sleep transistor is proportional to the curdgny
transistor is turned off, and the source nodes of the gates in ﬂ%ﬁving through the sleep transistor when the gate is switching.
functional block float, thus cutting off the leakage path. Slegence if we are able to estimati(t) efficiently, we can
use I(t) to size the sleep transistor instead Bf,, which

Vi Vi N . . .
' Ll penalizes different gates in a path uniformly.
In this paper, we make the following contributions.
Functional Functional
block block « Sleep transistor sizing making use of timing criticality
and temporal switching currettt) of the circuit, and
t Viteep « An efficient method to estimate the temporal switching
*r— o . .
|: Vileep V(%) current/(t) of the circuit.
Re ee . . . .
sleep steep The results obtained indicate that our proposed technique
e results in area reduction of sleep transistorssby% and49%
, = _ = compared to module based design and cluster based design
Fig. 1. Power gating Fig. 2. Sleep transistor as a resistor  regpectively.

The remaining part of the paper is organized as follows.
transistor sizing is one of the major challenges in power gatiiggction Il derives formula to size the sleep transistor. Section
circuits. If we overestimate the size then we end up wastitig presents a technique to estimate the switching current of
silicon area and increasing the switching energy. But if we circuit and timing criticality based sleep transistor sizing is
underestimate the size, the required performance might notdiscussed in Section IV. Section V presents results for various
achieved due to the increased resistance to the ground [2]benchmark circuits followed by conclusions in Section VI.



Il. SIZING THE SLEEP TRANSISTOR Thus if Rgeep is known, the Wy, can be determined
directly. To determineR,..,, Wwe need an estimate of the
temporal current flowing through the sleep transistor. The

(1) temporal current estimation technique is described next.

The delay of a gater(;) can be expressed as [6],

_— CrLVbp
(Vbp =V, )

where(C', is the load capacitance at the gate outpis, is the
low threshold which i9.7V, Vpp = 3.3V, and the velocity di
saturation indexx ~ 1 for 0.18um CMOS technology.

The delay of a gate with the sleep transistor can be
pressed as,

IIl. TEMPORAL CURRENTESTIMATION

We present a technique to estimate the worst case current
scharged by a circuit. The current estimation technique needs
timing windows of each gate and current expected to be
e&(l'scharged by each gate. The timing windows is obtained using

PrimeTime [7]. The expected discharge curreft,,) of a
sleep CrLVpp @ gate is adapted from [4] and the pseudocode is shown below.

Tq X — — o
_ ((V?D V‘*l“”? Vr.) _FIND-EXPECTED-CURRENT(gate)
whereVy.., is the potential of the virtual ground as shown iy Eing Iear, for eachgate in the library using HSPICE

Fig. 1. Letry“” = (14+-A)7y, whereAr, is the penalty dueto o 7. "o x 1., > a; is the switching factor
the sleep transistor. Applying Taylor series to the denominat@r retyrn Loy
and approximating the sleep transistor as a linear resistor '

Rgieep [2], the penalty can be written as, The switching factoro, is defined as the probability of the
V. RuteepI (1) output (') switching. Thusa for falling output is,
A sleep _ sleep 3 B L B B
Td(XVDD—VTLTd VDD—VTLTd @) a,=P{Y =1-0]Y =1} x P{Y =1}

wherel(t) is the switching current through the sleep transistoWe_'”LfStrgteI”P calculation using OR2. The switching factor

_ i . . .
A path in a circuit consists of various gates and these ga(?es_ 1 X 3 = 7g- From HSPICE simulations, we find that the

experience discharging currents of different magnitudes. Fro#fe* ~ 0.72ma. Thus the expected current for an OR?2 gate

. . > ey S
Equation 3, we find that the penalty for a gate due to the sleSPUr IPrary is. e = a5 X Ipear = 16 x0.72ma = 0.12ma.

transistor is proportional td(¢). Now the delay penalty for a Alter we h_ave CaIC.UIat?ﬂ“p f(_)r aI_I the gates in our_llbn_ary
path e . ; we can use it for estimating switching current of a circuit and
path ¢ ) consisting of various gates can be written as

penalty the pseudocode is presented below.

R o
rpath —(""'l“”> Z liocalmazTa  (4)  ESTIMATE-SWITCHING-CURRENT( circuit)

enalty —
T \VoD =V ) ey 1 Run PrimeTime on the circuit to get timing windows
wherer, is the delay of the gate without the sleep transisté {(t) < 0
and Ijocai, maz 1S defined as, 3 for every gate in the circuit
4 do I.,, «— GET-EXPECTED-CURRENT(gate)
Ilocal,ma:c = max[tl,tz]l(t) (5) > lllustrated in Flg 4
5 Igqte(t) < timing windows bounded by,

where[tq, to] is the time interval over which the gate switches e
Notice that thelj,cqimaz iS the maximumlocal temporal g t I]Lft) — I(t) + Igate(t) > lllustrated in Fig. 5
current over the discharging timing window of the gate. return ()

We differ from the previous methodologies in this respeaie bound both falling and rising timing windows by the

since they use maximurglobal current /,,..,. Rearranging falling I..,. The assumption is safe since for any gate, the

Equation 4, worst case falling current through ground is always bigger than
(Voo — Vi )Tpath the short.circuit current when the_ output ri;gs. The s_vyitching

Raleep = L/ “penalty (6) factora is the same for both falling and rising transitions.
ZgateEputh Tiocal,maxTa To illustrate the current estimation procedure, consider the

The current through the linearly-operating sleep transistor caiit carry lookahead adder (CLA) shown in Fig. 3. The
be approximated as [4], timing analyzerPrimeTime is run on this circuit to obtain the

timing windows shown in Table I. Fig. 4 shows the currents
~ w _ associated with each timing window. To illustrate reading this
Isleep ~ /J/nc (VDD VTL )‘/sleep . . . . .
L) geep graph, consider the OR2 gatg in Fig. 3. The falling window

where pu,, is the mobility of electrons and’,, is the oxide for O, from Table 1 is[73.92,260.11]ps. The ley;, of Oy is

capacitance. Since the sleep transistor is operating in the Iingér%%' th;z Owlel have bohundln.g ::gcta:gllzg of"cutrrrlérmma i
region, thenRaee, ~ 122, Then, the size of the sleepOVer [73.92, 260.11]ps as shown in Fig. 4. Finally, the currents

. Lo Zslee [l the timing windows are summed up to find the total
transistor can be written as, across a . A
discharging current ot-bit CLA shown in Fig. 5. Once the
w _ 1 @ temporal switching currenf(¢) has been estimated we can
L) eep HnCox(VDp — V1, )Rsieep use that current to size the sleep transistor.
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Fig. 3. 1-bit CLA 01 L i
TABLE | 0.05 - _
TIMING WINDOWS FOR 1-BIT CLA (TIME UNIT IS ps) ‘ ‘ | | | !
0

0 50 100 150 200 250 300 350

Gate [ risemin | TiSemaz | Jallmin | fallmaz |

X 98.90| 10752| 104.24| 183.28 t(ps)

Ay 51.52 56.33 42.82 43.01

Xo 83.22 290.10 132.75 277.42

Ao 58.31 168.80 46.43 232.62 Fig. 4. I..p bounding thefalling andrising timing windows of each gate

O, 123.60 234.09 73.92 260.11 (Table 1) in al-bit CLA. Refer to ESTIMATE-SWITCHING-CURRENT line 5
1.6 T T T T w[ B 1

IV. TIMING CRITICALITY BASED SIZING 1.4 Hiocal,maz(X1) = 1.3m

When a sleep transistor is inserted in a circuit, the perfor- 1.2 -
mance of the circuit is penalized due to the reduction in drivin 1
voltage as evident in the Equation 2. In a macroscopic Ieveﬂg )
this translates to the fact that the paths are penalized. Thus'i
we are able to guarantee that the worst case path in the circuit,
with sleep transistor switched on, satisfies the performance 0-4
constraints then we can guarantee the performance of all the (.2

I

0.6

I

I

paths in the circuit. 0 | 1 L M
There are two potential problems in sizing the sleep tran- 0 50 100 150 <200 250 300 350
sistor based on paths. First, the number of paths in a circuit t(ps)

is exponential in size. Second, the worst case path for CMOS
need not be the worst case path in MTCMOS [3]. To overcome
the above two problems, we use a heuristic from static timimgy. 5. The estimated current dischat(e) of a 1-bit CLA got by summing
analysis (STA). The path based STA uses the Fopvorst  Up all the currents in Fig. 4. Refer tBSTIMATE-SWITCHING-CURRENT

line 6. Also shown are the local maximum currents seen by the gdies

paths to do optimization [7]. This idea is adapted to the Slegpd X>. Refer to Equation 5. Note that by using local maximum instead of

transistor sizing and the pseudocode is shown below. global maximum we reduce the size of the sleep transistor

SIZE-SLEEP-TRANSISTOR circuit, K)

1 RunPrimeTime on the circuit to get critical paths the current instead of the global maximum as in the previous
2 Rgieep — 00 methodologies. The above procedure is repeated for all gates
3 for path — 1to K > Size using topK critical paths in the path. Fig. 5 shows the local maximum currents seen by
4 do R,.:, < Resistance seen pyuth > Equation 6 the gatesX; and X, of the 1-bit CLA in Fig. 3. To illustrate
5 Rsieep «— MIN(Rgieep; Rpath) the calculation ofR,.:,, consider the path through’; and
6 (%)Sleep « Size usingRg.., in Equation 7 X,. Let the penalty b&% of the delay (.05 X tqrrival)-
7 retun (7)., (3.3 — 0.7) (0.05 x 277.42

sle : . . A42ps)

=111Q

To illustrate the sizing procedure, consider one of the Wors{%path 183.28ps x 1.3ma + 94.13ps x 0.92ma
case paths in thd-bit CLA as shown in Table Il.74 in
Table 1l is the delay experienced by each gate without t
sleep transistot;,.qi maz IN Equation 6 differs for each gate
in the path and it is got by looking up(t). For example, w 1

Liocal,maz TOr X5 is the maximum current discharged in the (L) . T 1925 x 104(3.3 = 0.7)111
range[183.28,277.42]ps. As shown in Fig. 5, the maximum seep

current that flows in the above range igcaimaz(X2) = Let Lgeep = 2X and we getVy.., = 55.55\ = 56, where
0.92ma. Note that we are using pcal maximum to bound A = 0.1um.

To illustrate the calculation oi¥ .., we will assume the
%oveRpath as the minimum resistandg,;.., obtained.

=27.77\



TABLE Il

slack. This slack can be exploited to size the sleep transistor
A WORST CASE PATH IN1-BIT CLA

even smaller irc;. Since we also size based d@f¥) instead
of I, We obtain an sleep transistor area improvement of of

Gate [ rulps) | 7j"" (ps) | fallrise 49% on an average over [4].

X1 183.28 183.28 fall

Xo 94.13 277.42 fall TABLE IV

tarrival 277.42 COMPARISON OF W, OBTAINED USING ProposedvETHODS FOR5%

PERFORMANCE DEGRADATION THE UNIT IS A = 0.1um.
An important observation is that only tHalling inverting Circuit Proposed X)
gates are affected by the NMOS sleep transistor. Thus we Module [ Cluster
penalize only the falling inverting gates in a path. Since the Cngs 638 509
non-inverting gates in our library is a series combination of the 2;540 149739 ;‘;,532
inverting gate and the inverter, only thmising non-inverting c7552 | 12955 | 8325
gates are penalized.
V. RESULTS In Table IV, we compare the sizes obtained using the

The proposed sleep transistor sizing methodology has b rﬁposed module and proposed cluster method. The circuits in

. . ; ﬁlb|e IV have gate count in few thousand and have unbalanced
implemented and its results are presented for various benB

N . aths. The presence of unbalanced paths is ideal for clustering
mark circuits. We us8.18m CMOS technology with/pp = . T .
3.3V, Vi, = 0.7V, and Vi, = 0.9V Lyeep IS Set to0.2,m. as discussed earlier in regard to slack. The results validate our

The number of paths used to size the sleep transistor is [g\éL#ition that clustering is better larger circuits,
oy . p transist he results were verified with HSPICE simulations using
to K = 100 since K > 100 did not make any significant

. - random input vectors and also using the input vectors which
difference to the sizing.

exercise topK critical paths.
In Table Il under Module column, we compare our pro- pE P

posed module based sizing with module based sizing of [3]. VI. CONCLUSIONS

We obtain an sleep transistor area improvemens8@f on We have introduced a new path based methodology to size
sleep transistors using temporal currents and timing windows.
We have also proposed an efficient method to estimate the
temporal switching currenf(¢) of the circuit. The results
obtained indicate that our proposed technique results in area
reduction of sleep transistors 3% and 49% compared to

TABLE Il
COMPARISON OFWccp, OBTAINED USING MODULE AND CLUSTER BASED
DESIGN FOR5% PERFORMANCE DEGRADATION THE UNIT IS A = 0.1um.

Circuit Module ) Cluster Q) module based design and cluster based design respectively.
[B] [ Proposed]| 4] | Proposed
CLA4 825 125 204 127 ACKNOWLEDGMENT
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