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Two well-known approaches to reducing complexity in large-scale communication networks are flow and network aggregation. Flow aggregation bundles together a group of individual flows and jointly manages and switches them inside a network or subnetwork. Network aggregation hierarchically groups network elements into subnetworks and approximately represents each subnetwork's state in a compact form which reduces the overheads of information exchange in traffic management algorithms.

In the flow aggregation area, we first explore the benefits of aggregating multicast demands on Virtual Path (VP) trees. We show that this can effectively reduce capacity requirements, balance network loads, and reduce the number of VP trees required. Real networks have time-varying demands and finite signaling resources, so we develop adaptive resource allocation algorithms for aggregated flows subject to such constraints.

In some cases it is desirable to modify the manner in which flows are aggregated (the VP layout), so we investigate algorithms to migrate from one layout to another. For incremental changes, the potential for performance losses during migration in terms of call blocking is minimal. However, when dramatic changes in the VP layout are warranted, it is desirable to enhance performance by implementing a simple decentralized algorithm that we have proposed.

In the network aggregation area, we develop an implicit representation of the congestion level of a subnetwork which is based on a distributed computation of the average implied cost to go through or into the subnetwork. We prove that both a synchronous and asynchronous computation of the implied costs will converge to a unique solution under a light load condition, and an alternative, more aggressive approximation based on additional local averaging will converge under any traffic conditions subject to sufficient damping. Our experiments show that our costs are indeed quite accurate.

Based on this representation for congestion, we propose a Quality of Servicesensitive routing algorithm that is able to appropriately route high-level flows while significantly reducing complexity. The algorithm uses effective bandwidths to capture traffic behavior, and it adaptively selects hierarchical routes so as to maximize network revenue, while allowing low-level dynamic routing within subnetworks to respond to traffic fluctuations.
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## Chapter 1

## Introduction

Aggregation, the collecting of units or parts into a mass or whole, is a well-known technique for managing "complexity" in many types of large-scale systems [17]. ${ }^{1}$ The aim of this dissertation is to advance the state of the art in applying aggregation to large-scale communication networks in two domains: the aggregation of network flows and network elements.

With flow aggregation, a group of individual flows is bundled together and jointly managed and switched inside a network or subnetwork. By carefully aggregating flows, we can allocate resources with tolerable losses in efficiency while reaping such benefits as reduced call processing loads and simplified Quality of Service ( QoS ) provisioning. However, because traffic demands fluctuate and network resources are limited, resource allocations may need to be adapted over time. More extreme changes in the demands may warrant migration to a new arrangement of aggregated flows.

Network aggregation hierarchically groups network elements into subnetworks and represents each subnetwork's state in a compact form. This is done to reduce overheads in controlling and managing the network traffic. Having a representation which captures the congestion level of a subnetwork while taking traffic interdependencies into account is useful both to network operators and to hierarchical routing algorithms.

Aggregation does have a downside: a possible loss in efficiency and/or accuracy. We might ask if the growth in the complexity of communication networks

[^0]really warrants its use? While the various players in the telecommunications business are competing to determine how to realize the promises of the "information superhighway," there is no doubt that the network will be geographically widespread and large in capacity. As a reference case, the growth of the Internet is astounding. It has grown from 1.3 million to 30 million hosts in the past five years ${ }^{2}$ with the number of users estimated at 10 times the number of hosts. The telephone network has been growing steadily throughout the century, although never at the pace of the Internet. Currently, there are roughly 700 million terminations worldwide, and AT\&T handles 210 million voice, data, and image calls per business day. Cable TV is another rising industry. As of 1996, Time Warner had 12.3 million subscribers with a subscription rate of $65 \%$ for passed homes, an increase of 5 million subscribers in just two years. These trends suggest that the sheer number of users and heterogeneity of services are likely to dramatically increase the complexity of the communication infrastructure.

As networks grow larger in capacity and extent, companies have embraced the vision of a broadband network which can use the same infrastructure to cost effectively multiplex all kinds of traffic including voice, video, and data. Such multiservice networks are typically modeled as multirate circuit-switched networks at the call level [19, 26, 52, 63], but is this a good model for the future? The answer centers around whether future broadband networks will have characteristics which are akin to "connection-oriented" networks which in turn depends on the roles that resource reservation, call admission, routing, priority schemes, and pricing will play [65]. We will speculate briefly on this below after discussing the impact of a connection-oriented environment on network performance and control.

Today we have both connection-oriented networks, such as the telephone network, and connectionless networks, such as the Internet. One particularly important difference between connectionless and connection-oriented networks is how congestion might develop and dissipate. Consider a single-packet message sent into a connectionless network providing only best-effort service (e.g., the Internet). If the packet encounters congestion at a particular location, it may be routed around the congestion. Thus, hopefully, the congestion will dissipate locally. If enough packets continue to be sent toward that location, the congestion could spread slowly outward from that point, eventually causing "global" congestion. Now consider the other extreme: a call is set up in a circuit-switched network with resources reserved

[^1]along the chosen route for the call's lifetime. Instead of queueing as in the previous case, congestion here results in call blocking. If a call is blocked due to congestion at a particular location, then an alternate, typically longer route may be selected, and resources would be reserved accordingly. The problem here is that if congestion persists, it can spread very quickly into global congestion due to the interactions between overlapping routes. In other words, due to the network-wide interactions among routes, there is a greater potential for "knock-on" effects where local congestion propagates to other parts of the network [36]. Thus traffic management algorithms for connection-oriented networks typically take a global view of network performance in order to make good routing decisions. Of central importance is the notion of an implied cost [36] for a connection along a given path which measures the opportunity cost or expected loss of revenue resulting from accepting a connection. Using implied costs, we can quantify the potential for "knock-on" effects in routing and capacity allocation decisions.

In an integrated network supporting multiple types of traffic with multiple Qualities of Service, it is almost certain that at least some classes of applications will desire guaranteed QoS in the form of an explicit or implicit minimal rate guarantee. The question is how will this QoS be provided and will the network indeed look connection-oriented? The Internet today provides only best-effort service, and application throughput can drop to essentially zero during times of extreme congestion. This is acceptable for "elastic" applications [65], but not for applications where the performance degradation is unacceptable below a certain minimum rate, e.g. Internet telephony. Barring the viability of a solution based on overprovisioning, some type of resource reservation and call admission mechanism will be needed. One perhaps overzealous mechanism is used in Asynchronous Transfer Mode (ATM) networks where the route and resource reservations are established at connection setup according to the desired QoS and held for a connection's lifetime. The resource ReSerVation Protocol (RSVP) [11, 77], a proposed QoS extension to the Internet, is an intermediate approach between the "hard" resource reservations in ATM and the nonexistent resource reservations in the current Internet. ${ }^{3}$ In RSVP, packet flows reserve resources temporarily at routers along the "current" path from source to destination, but these reservations are "soft" in the sense that they will time out if not renewed, thus allowing flows to be rerouted (or "connec-

[^2]tions" repacked [38]) as necessary. Combinations of the above approaches exist in various proposals for an IP over ATM switching environment, where IP flows are mapped to ATM virtual circuits [13, 28]. We conclude that if a resource reservation mechanism for network flows is eventually established and/or the route for a flow changes infrequently, the network will look connection-oriented from a system perspective, even if the underlying communication layer is connectionless. Based on this assumption, we rely heavily on models for circuit-switched networks and the computation of implied costs throughout this work.

In light of the above, our goal is to find workable tradeoffs between efficiency, QoS, and "complexity." The first method we explore for reducing complexity is flow aggregation. One widely known example of flow aggregation is the use of Virtual Paths (VPs) in ATM networks which can carry multiple Virtual Circuits (VCs). VPs are especially applicable in large-scale networks, and although efficiency may be compromised, they can be an effective means for reducing call processing loads as well as simplifying connection admission control, routing, and provisioning of QoS requirements.

In Chapter 2, we consider the aggregation of multicast demands on VP trees. We propose a pre- or post-processing step to the VP multicast layout problem, which either reduces the complexity of the required optimization or further improves upon obtained solutions. This is an important topic because multicast applications, such as videoconferencing, will likely generate a substantial portion of future network traffic.

To handle changing demands on networks with limited resources, such as signaling capacity, bandwidth, buffers, etc., we need to be able to adjust the resources allocated to aggregated flows. Chapter 3 begins by arguing that signaling resources may not be sufficient for future demands on ATM networks. The key issue is how to achieve a tradeoff among the scarce resources in future networks. With this in mind, we present a framework for adapting VP capacities in a variety of settings, and we develop and evaluate algorithms for migrating from one set of VP capacities to another.

In Chapter 4, we consider network aggregation, our second method for reducing complexity in large-scale networks. By exploiting network aggregation, we can significantly reduce the overheads of information exchange needed to form an approximate global view of the entire network state. We present a novel application of implied costs to implicitly represent the state of a subnetwork. The key
element of our scheme is a decentralized computation of the average implied cost to go through or into a subnetwork which reflects the congestion in the subnetwork as well as the interdependencies among traffic streams in the network. We incorporate this implicit state representation into a QoS-sensitive routing algorithm that adaptively selects hierarchical routes so as to maximize network revenue.

Finally, Chapter 5 concludes with a summary of our main results, a discussion of applying our methods to areas outside of ATM, and a list of future research directions.

## Chapter 2

## Flow Aggregation: Aggregating Multicast Demands on VP Trees

### 2.1 Introduction

In ATM networks, Virtual Paths (VPs) that can carry multiple Virtual Circuits (VCs) are allocated to reduce the complexity of call setup and traffic management at the possible expense of efficiency. A VP layout consists of a vector of capacities allocated to VPs that are set up on a subset of network routes on a permanent or semi-permanent basis. This logical partitioning may be done periodically for the purpose of adaptive resource allocation due to changing network conditions.

Given a set of multicast demands for a network incorporating multicastcapable switches, a layout of VP trees could be established using an algorithm such as the one found in [42]. Setting up an Switched Virtual Circuit (SVC) tree is a relatively expensive operation, so even with low multicast demands, creating and using VP trees on a slower time scale than connection holding times can be worthwhile. In this chapter we argue that due to statistical multiplexing, one may actually save capacity by aggregating heterogenous multicast demands on the same VP tree. Taking advantage of this fact, we propose a pre- or post-processing step to the VP multicast layout problem, which either reduces the complexity of the required optimization or further improves upon obtained solutions. If the VP multicast layout is already determined, then our procedure could be a post-processing step; if not, it would be a pre-processing step which is discussed further in Sec. 2.5. The need


Figure 2.1: In this example, aggregating the multicast demands provides capacity savings, better load balancing, and a reduction in VP setup and management loads.
for aggregating multicast demands onto VP or VC trees to avoid VP/VC explosion has previously been suggested in the context of an IP over ATM environment [10]. Suppose we have a destination set of size 10. Then there are 1023 possible nonempty subsets of destinations, and it is likely to be impractical to set up a separate tree for each subset with nonzero demand.

Consider the situation illustrated in Fig. 2.1. There is a single source and two destinations with a demand $\rho_{1}$ for multicast connections to both destinations and a demand $\rho_{2}$ for unicast connections to only one destination. Suppose that a capacity of 1 on each link is able to accommodate the demands at the desired call blocking probability. Furthermore, suppose that if the demands are aggregated, a capacity of 1.4 on each link is required. In this case, despite the fact that connections of type 2 are needlessly using both links, we obtain benefits from aggregating the multicast demands in three areas: the total required capacity is less, the link capacities are more evenly balanced, and one VP tree, rather than two, is required.

More generally, suppose we are given demands $\rho_{1}$ and $\rho_{2}$ for multicast connections requiring unit bandwidth from a common source to destination sets $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$, respectively, where $\mathcal{D}_{2} \subseteq \mathcal{D}_{1} .{ }^{1}$ Assuming the network switches have the proper multicast capabilities, we want to establish VP trees for sets $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$. The question is whether we should establish two separate trees or a single tree to ac-

[^3]

Figure 2.2: Establishing separate VP trees to accommodate demands $\rho_{1}$ and $\rho_{2}$ would require a total capacity of $\left|\mathcal{T}_{1}\right| C_{1}+\left|\mathcal{I}_{2}\right| C_{2}$. Sharing the larger tree would require capacity $\left|\mathcal{T}_{1}\right| C_{s}$.
commodate the demands $\rho_{1}$ and $\rho_{2}$, i.e., will the benefit of additional multiplexing at the call and cell levels outweigh the bandwidth wasted by connections for the smaller set $\mathcal{D}_{2}$ using the larger tree? This situation is illustrated in Fig. 2.2.

To answer this question, we first introduce the function $\alpha(\rho, B)$ which gives the link capacity needed to accommodate the demand $\rho$ at a specified call blocking probability $B$. This function may account for statistical multiplexing at the call level, the burst level, the cell level, or some combination of the three. To determine the capacity needed for the VPs in each case, we solve for $C_{1}=\alpha\left(\rho_{1}, B\right), C_{2}=$ $\alpha\left(\rho_{2}, B\right)$, and $C_{s}=\alpha\left(\rho_{1}+\rho_{2}, B\right)$. For separate VP trees $\mathcal{I}_{1}$ and $\mathcal{T}_{2}$, the total capacity needed is $C=\left|\mathcal{T}_{1}\right| C_{1}+\left|\mathcal{T}_{2}\right| C_{2}$, where $|\mathcal{T}|$ is the number of links in multicast tree $\mathcal{T}$. When sharing tree $\mathcal{T}_{1}$, the total capacity needed is $C^{\prime}=\left|\mathcal{T}_{1}\right| C_{s}$. If $C^{\prime}<C$, it would be beneficial to use a single tree. We can rewrite this condition as

$$
\begin{equation*}
\frac{C_{s}-C_{1}}{C_{2}}<\frac{\left|\mathcal{T}_{2}\right|}{\left|\mathcal{T}_{1}\right|} \tag{2.1}
\end{equation*}
$$

It should be noted that there are additional benefits to sharing VP trees besides capacity savings: e.g.,

- savings in Virtual Path Identifier (VPI) usage - sharing VP trees would reduce the number of VPs, and hence VPIs, needed for a particular layout,
- a reduction in VP setup and management loads as well as setup delays for a connection,
- a more even balancing of load across the network - sharing VP trees tends to reduce the variance in the allocated link capacities, and
- possible savings in the size of buffers needed at the input of each VP tree due to the increased cell level multiplexing from combining demands.

After indicating the related work in this area in Sec. 2.2, we explore the use of the Erlang B formula to implicitly determine the function $\alpha$ in Sec. 2.3, and then further consider a Gaussian traffic model. Given an initial collection of destination sets, heuristics for finding an aggregation of demands requiring the least total capacity are proposed and evaluated through simulation in Sec. 2.4. Finally, in Sec. 2.5, we present methods for dealing with unknown topologies, and Sec. 2.6 concludes the chapter with a few additional comments.

### 2.2 Related work

Flow aggregation using virtual paths is a key component of the traffic management specification for ATM networks [15, 72]. Although much research has addressed either the VP layout problem or the multicast routing problem separately, e.g. [1, $3,7,12,23,58,75]$, to our knowledge Kim is the only one to specifically address the VP multicast layout problem [42]. The aggregation of multicast demands which we propose in this chapter builds on his work on the VP multicast layout problem by either reducing the complexity of the required optimization or further improving upon an obtained solution. The need for such aggregation has been suggested in the context of an IP over ATM environment [10], but we found no specific research on this topic in the literature. Part of the material in this chapter has been previously presented [54].

### 2.3 Specific examples

Herein, we assume a large population (infinite sources) model where the requests for multicast connections arrive as Poisson processes. ${ }^{2}$ In this case, the Erlang B formula can be used to implicitly determine the function $\alpha$ and assess the benefits of

[^4]

Figure 2.3: For a blocking probability of $10^{-3}$, the threshold for capacity savings is plotted for values of $\left|\mathcal{T}_{2}\right| /\left|\mathcal{T}_{1}\right|$ ranging from 0.5 to 0.9 . Below each line, the capacity savings is greater than zero.
call level multiplexing alone [70]. For the above setup, we must solve $E\left(\rho_{1}, C_{1}\right)=$ $E\left(\rho_{2}, C_{2}\right)=E\left(\rho_{1}+\rho_{2}, C_{s}\right)=B$ for $C_{1}, C_{2}$, and $C_{s}$, and then test the condition for sharing the larger tree as expressed in (2.1). Based on the Erlang function and a blocking probability of $10^{-3}$, Fig. 2.3 shows the threshold for capacity savings (maximum value of $\rho_{2}$ for a given $\rho_{1}$ ) as $\left|\mathcal{I}_{2}\right| /\left|\mathcal{I}_{1}\right|$ is varied from 0.5 to 0.9 . Below each line, the capacity savings is greater than zero. Note that, because of the subadditivity property explained below, the threshold for $\left|\mathcal{T}_{2}\right| /\left|\mathcal{T}_{1}\right|=1$ would be a vertical line at $\rho_{1}=0$.

In Fig. 2.4, we see that for a constant blocking probability $B$, the function $C=g(\rho)$, defined implicitly by Erlang's formula, is concave and sub-additive [70]. The sub-additivity property, i.e., $g\left(\rho_{1}+\rho_{2}\right)<g\left(\rho_{1}\right)+g\left(\rho_{2}\right)$, implies that two separate links require more capacity than a single link with the same total traffic, or in other words, it assesses the benefits of call level multiplexing. Furthermore, as the desired call blocking probability is decreased, the multiplexing benefits get better.


Figure 2.4: For a given demand $\rho$, the capacity needed to achieve blocking probabilities ranging from $10^{-1}$ to $10^{-9}$ is plotted. The line $C=\rho$ is also plotted as a comparison.

However, even for a modest blocking probability of $10^{-3}$, we can achieve significant capacity savings from aggregation.

The potential capacity savings are graphed for some different scenarios in Figs. 2.5 to 2.9 for a call level blocking probability of $10^{-3}$. Figs. 2.5, 2.6, and 2.7 exhibit the potential savings in capacity when aggregating 2 multicast groups. The savings are given by $100\left(C-C^{\prime}\right) / C$, where $C$ and $C^{\prime}$ are the total required capacities for separate VP trees and a shared VP tree, respectively, so the values shown are relative savings percentages. Fig. 2.5 shows results for the situation shown in Fig. 2.2 where $\left|\mathcal{T}_{1}\right|=5$ and $\left|\mathcal{T}_{2}\right|=4$. The tree sizes are varied in the remaining figures. In Figs. 2.8 and 2.9, there are $m$ multicast groups with $\mathcal{D}_{1}$ being the largest destination set, and the savings graphed in the figures are a comparison between using $m$ separate VP trees and aggregating all $m$ groups onto a single tree $\mathcal{T}_{1}$.

Figs. 2.5, 2.6, 2.7, and 2.9 show that low values of $\rho_{1}, \rho_{2}, \ldots, \rho_{m}$ lead to


Figure 2.5: The capacity savings shown are for sharing VP tree $\mathcal{T}_{1}$ between 2 multicast groups with offered loads $\rho_{1}$ and $\rho_{2}$, fixed tree sizes $\left|\mathcal{T}_{1}\right|=5$ and $\left|\mathcal{T}_{2}\right|=4$, and a blocking probability $B=0.001$.


Figure 2.6: The capacity savings shown are for sharing VP tree $\mathcal{T}_{1}$ between 2 multicast groups with offered loads $\rho_{1}=\rho_{2}=\rho$, a smaller tree size $\left|\mathcal{I}_{2}\right|=\left|\mathcal{I}_{1}\right|-1$, and a blocking probability $B=0.001$.


Figure 2.7: The capacity savings shown are for sharing VP tree $\mathcal{T}_{1}$ between 2 multicast groups with offered loads $\rho_{1}=\rho_{2}=\rho$, a larger tree size $\left|\mathcal{T}_{1}\right|=20$, and a blocking probability $B=0.001$.


Figure 2.8: The capacity savings shown are for sharing VP tree $\mathcal{T}_{1}$ between $m$ multicast groups with destination sets $\mathcal{D}_{i} \subseteq \mathcal{D}_{1}$ and tree sizes $\left|\mathcal{T}_{i}\right|=\left|\mathcal{T}_{1}\right|-1$ for groups $i=2,3, \ldots, m$, offered loads $\rho_{1}=\rho_{2}=\cdots=\rho_{m}=50$, and a blocking probability $B=0.001$.


Figure 2.9: The capacity savings shown are for sharing VP tree $\mathcal{T}_{1}$ between $m$ multicast groups ( $m=\left|\mathcal{T}_{1}\right|$ ) with destination sets $\mathcal{D}_{i} \subseteq \mathcal{D}_{1}$ and tree sizes $\left|\mathcal{T}_{i}\right|=$ $\left|\mathcal{T}_{1}\right|-1$ for groups $i=2,3, \ldots, m$, offered loads $\rho_{1}=\rho_{2}=\cdots=\rho_{m}=\rho$, and a blocking probability $B=0.001$.
higher savings. This is due to the fact that the savings percentage from the subadditivity of the inverse Erlang function, $C=g(\rho)$, introduced above is greater for smaller values of $\rho$ (see Fig. 2.4). Note that the low offered load regime is not unrealistic in practice. Indeed, currently the utilizations achieved on ATM/SONET links are as low as $10-20 \%$ due to overheads and spare capacity reserved for $1+1$ failure protection [66]. This would mean that a 10 Gbps link would have around 2 Gbps of usable capacity. When this capacity is further partitioned into a logical VP layout, with say 100 VPs , then each VP would have a capacity of 20 Mbps . Each VP could, for instance, accommodate 20 video connections at 1 Mbps , or in other words, the VP capacity would be $C=20$ circuits.

Aggregation of larger trees also leads to higher savings, as can be seen in Figs. 2.6, 2.7, 2.8, and 2.9, because the wasted bandwidth due to a call for a smaller set of destinations using the larger tree becomes less relative to the total required bandwidth. The incremental gain in savings decreases as the tree sizes grow larger because asymptotically, for fixed offered loads, the savings approaches a constant. For example, in Fig. 2.6, the savings for a given $\rho$ and $B$ is $\left(\left|\mathcal{T}_{1}\right| C_{1}+\left(\left|\mathcal{T}_{1}\right|-1\right) C_{2}-\right.$ $\left.\left|\mathcal{T}_{1}\right| C_{s}\right) /\left(\left|\mathcal{T}_{1}\right| C_{1}+\left(\left|\mathcal{T}_{1}\right|-1\right) C_{2}\right)$ where $C_{1}=C_{2}=\alpha(\rho, B), C_{s}=\alpha(2 \rho, B)$, and $\alpha$ is the inverse Erlang function. As $\left|\mathcal{I}_{1}\right| \rightarrow \infty$, the savings approaches $1-\left(C_{s} /\left(C_{1}+\right.\right.$ $\left.C_{2}\right)$ ), i.e., the savings that arises from combining trees of the same size.

From Fig. 2.8, we see that aggregation of more and more trees (increasing $m$ ) increases savings, but it tapers off. In fact, as $m$ approaches infinity, the savings approaches a constant for fixed offered loads, fixed tree sizes, and constant blocking probability. For the Erlang function, if the offered load and capacity are scaled proportionally, we have that, for $\rho>C$ (heavy traffic), [35]

$$
\begin{equation*}
E(m \rho, m C) \xrightarrow{m \rightarrow \infty} 1-\frac{C}{\rho} . \tag{2.2}
\end{equation*}
$$

Our scaling is not linear in both $\rho$ and $C$ because as the number of groups ( $m$ ) grows, the offered load to the shared tree is scaled linearly but the capacity only grows enough to keep the blocking probability constant (see Fig. 2.4). However, for large enough $m$, we are indeed in the heavy traffic or overloaded regime because the blocking probability must remain greater than zero and in the critical and underloaded regimes the blocking probability goes to zero as the capacity grows large [51]. Therefore, letting $\alpha(\rho, B)$ represent the inverse Erlang function, we can use (2.2) to obtain the rough approximation $\alpha(m \rho, B) \approx m \rho(1-B)$ for large $m$. Letting $\rho=\rho_{i}=$ constant, the savings in Fig. 2.8 is $1-\left(\left|\mathcal{T}_{1}\right| \alpha(m \rho, B)\right) /\left(\left|\mathcal{T}_{1}\right| \alpha(\rho, B)+\right.$
$\left.\left(\left|\mathcal{T}_{1}\right|-1\right)(m-1) \alpha(\rho, B)\right)$ which asymptotically, as $m \rightarrow \infty$, becomes

$$
1-\frac{\left|\mathcal{T}_{1}\right| \rho(1-B)}{\left(\left|\mathcal{T}_{1}\right|-1\right) \alpha(\rho, B)} .
$$

Now suppose we combine the last two situations and scale both $m$ and $\left|\mathcal{T}_{1}\right|$ as in Fig. 2.9. Using the above approximation, as $m=\left|\mathcal{T}_{1}\right|$ approaches infinity, the savings for fixed $\rho=\rho_{i}$ is

$$
\begin{equation*}
1-\frac{\rho(1-B)}{\alpha(\rho, B)} \tag{2.3}
\end{equation*}
$$

The second term in (2.3) can be interpreted as the inverse of the bandwidth required per connection. The bandwidth per connection increases as $\rho$ decreases because of less multiplexing, so for smaller $\rho$, the inverse of the bandwidth per connection is smaller which leads to higher potential savings. As an example, for $B=0.001$ and $\rho=10$, the limit in (2.3) implies a maximum savings of $52.1 \%$; for $\rho=100$ the maximum savings is $21.9 \%$. These values are quite reasonable in light of Fig. 2.9, where for $m=\left|\mathcal{T}_{1}\right|=20$ and $\rho=10$ we have a savings of $40.3 \%$, and for $\rho=100$ the savings is $14.0 \%$.

Finally, we see from Fig. 2.7 that there is a threshold for the smaller tree size below which it never pays to aggregate two candidate trees.

Although the benefits of call level multiplexing are significant, even more capacity savings can be exhibited by incorporating a burst or cell level model. As a simple example, we could model the cell arrival rate of each call by a Gaussian random variable with mean $\lambda$ and variance $\sigma^{2}$. For a bufferless link with $N$ ongoing connections, it can be shown that the capacity requirement is roughly given by

$$
\begin{equation*}
\beta(N)=N \lambda+k \sqrt{N \sigma^{2}}, \tag{2.4}
\end{equation*}
$$

where $k$ is a QoS parameter determined by the desired cell loss probability (see e.g. [69]). For instance, a cell loss probability of $10^{-6}$ would require $k=4.7534$. Letting $\alpha(\rho, B)$ represent the inverse Erlang function, we need to allocate $\beta(\alpha(\rho, B))$ to satisfy the call level and cell level QoS requirements for fixed cell loss probability and traffic parameters $\left(\lambda, \sigma^{2}\right)$. We will explore the impact of the Gaussian traffic model in the simulations of Sec. 2.4.

### 2.4 Heuristics

We now consider the more general problem of having multicast demands from a common source to $m$ destination sets with $\mathcal{D}_{i} \subset \mathcal{D}_{1}$ for $i=2,3, \ldots, m$. Let $N=\left|\mathcal{D}_{1}\right|$. The subsets $\mathcal{D}_{i}, i=2,3, \ldots, m$, can have from 1 to $N-1$ elements. First, we assume that $\mathcal{D}_{m} \subset \mathcal{D}_{m-1} \subset \cdots \subset \mathcal{D}_{1}$, and later we will drop this assumption.

If each set has a known VP tree $\mathcal{T}_{i}$, the brute force approach to finding a grouping of sets with the least total required capacity is simply to try all possible combinations and keep the best combination. The $m$ sets can be divided into 1 to $m$ groups. The number of possible ways to divide them into $k$ groups is equivalent to finding the number of ways to place $m$ distinguishable balls into $k$ indistinguishable cells such that no cell is empty. This is given by a Stirling number [60] of the second kind $S(m, k)$ where

$$
S(m, k)=\frac{1}{k!} \sum_{i=0}^{k}(-1)^{i}\binom{k}{i}(k-i)^{m} .
$$

For each combination, we must find the capacity needed by the $k$ groups, so the computational complexity is proportional to $\sum_{k=1}^{m} k S(m, k)$ which grows exponentially. For example, for $m=2, \sum_{k=1}^{m} k S(m, k)=3$, for $m=4$, it is 37 , and for $m=8$, it is 17,007 . Thus, for reasonably large $m$, heuristics with polynomial complexity would be preferable to the exponential complexity of the brute force approach.

Although we cannot guarantee optimality, it seems reasonable to try combining pairs of sets starting from the largest set $\mathcal{D}_{1}$, as suggested by the observation made in Sec. 2.3 that aggregation of larger trees leads to higher savings. Furthermore, we expect to get the most significant savings from combining trees which are close together in size. These ideas lead to the following (clustering) algorithm with complexity $O(m)$. We first describe the algorithm in words and then give pseudocode for the algorithm. In the pseudocode, the function combine $(i, j)$ combines the demands for $\mathcal{D}_{i}$ and $\mathcal{D}_{j}$ into a single demand for $\mathcal{D}_{i}$ (i.e., $\rho_{i}:=\rho_{i}+\rho_{j} ; \rho_{j}:=0$;) and returns true if the condition in (2.1) holds. Otherwise, it does nothing and returns false.

Algorithm 2.1. Starting with the largest destination set $\mathcal{D}_{1}$, combine the demands for $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$ into a single demand for $\mathcal{D}_{1}$ if the condition in (2.1) holds. If successful, try to combine demands for $\mathcal{D}_{1}$ and $\mathcal{D}_{3}$, and continue on until unsuccessful
with candidates $\mathcal{D}_{1}$ and $\mathcal{D}_{i}, 2 \leq i \leq m$. If $i<m$, repeat the procedure starting with $\mathcal{D}_{i}$ and $\mathcal{D}_{i+1}$, continuing on until reaching $\mathcal{D}_{m}$.

```
begin
    \(i:=1 ; j:=2\);
    while \(j \leq m\) do
        if \(\neg\) combine \((i, j)\) then \(i:=j\); endif;
        \(j:=j+1\);
    endwhile;
end
```

Note that each combination made would result in capacity savings, so regardless of the final grouping, the procedure would be worthwhile, but not necessarily optimal. As a comparison to Algorithm 2.1, we also propose the following algorithm which attempts to make as many combinations as possible with the current destination set before moving on, resulting in an algorithm of complexity $O\left(m^{2}\right)$ :

Algorithm 2.2. Starting with the largest destination set $\mathcal{D}_{1}$, combine the demands for $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$ into a single demand for $\mathcal{D}_{1}$ if the condition in (2.1) holds. Next try to combine demands for $\mathcal{D}_{1}$ and $\mathcal{D}_{3}$, and continue on with candidates $\mathcal{D}_{1}$ and $\mathcal{D}_{i}$ until $i=m$. If a successful combination was made, repeat the procedure starting with $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$ (skipping sets which have previously been absorbed). When a pass without a successful combination has been made, move from $\mathcal{D}_{1}$ to the next smallest set $\mathcal{D}_{j}$ that has not been aggregated and repeat from the beginning starting with $\mathcal{D}_{j}$ and $\mathcal{D}_{j+1}$.

```
begin
    for \(i:=1\) to \(m-1\) step 1 do
        if \(\rho_{i}>0\) then (the demand for \(\mathcal{D}_{i}\) is nonzero)
            \(k:=1\);
            while \(k>0\) do
                    \(k:=0\);
                    for \(j:=i+1\) to \(m\) step 1 do
                    if \(\rho_{j}>0 \wedge\) combine \((i, j)\) then \(k:=k+1\); endif;
                    endfor;
                endwhile;
        endif;
```


## endfor; <br> end

In Algorithm 2.2, we make another pass through the destination sets whenever a successful combination is made. The reason for this is that the offered load of the larger set has been increased and, as can be seen from Fig. 2.3, since the threshold is monotonically increasing, the range of offered loads for the smaller tree allowing for capacity savings when sharing has also been increased. Therefore, new combinations could potentially be made that were not allowed on a previous pass through the destination sets.

To see how close to optimal Algorithms 2.1 and 2.2 might be in practice, we ran simulations of Algorithms 2.1 and 2.2 and the brute force approach using common random numbers. There were $m$ destination sets with $\mathcal{D}_{m} \subset \mathcal{D}_{m-1} \subset \cdots \subset \mathcal{D}_{1}$, and the tree sizes were $1,2, \ldots, m$, respectively. The offered loads were randomly generated according to a uniform distribution between 0 and $\rho_{\text {max }}$. For each case, the results obtained are $95 \%$ confidence intervals based on independent replications. The call blocking probability was held constant at $10^{-3}$.

From the results shown in Table 2.1, we see that Algorithm 2.1 is consistently better in total capacity than Algorithm 2.2 and is quite close to the optimal. As expected, the savings percentage drops off significantly as $\rho_{\max }$ grows larger, but it improves as the size and number of the destinations sets $m$ increases. For this scenario, Algorithm 2.1 appears to be a good compromise between complexity and performance.

Two additional statistics are shown in Table 2.2: the link capacity standard deviation and the final number of trees obtained after running the algorithms. ${ }^{3}$ Unlike the other statistics, the link capacity standard deviation is topology-dependent, and for our current experiments we employed a topology similar to that shown in Fig. 2.10 for $m=5$. The link capacity standard deviation gives us a measure of how well the load is balanced across the links of the network with a standard deviation of zero signifying that all links have the same capacity. As can be seen in Table 2.2, the load is indeed better balanced after running our algorithms, with Algorithms 2.1 and 2.2 both beating the brute force algorithm. The benefits are most dramatic at low loads and tail off as $\rho_{\text {max }}$ increases. Also, the benefits increase as the number

[^5]|  | Total Capacity |  |  |  | Savings Percentage |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Original | Optimal | Alg. 2.1 | Alg. 2.2 | Optimal | Alg. 2.1 | Alg. 2.2 |
| $\rho_{\max }=10$ |  |  |  |  |  |  |  |
| $m=2$ | $34.9 \pm 5.9$ | $34.4 \pm 5.9$ | $34.4 \pm 5.9$ | $34.4 \pm 5.9$ | $1.8 \pm 1.3$ | $1.8 \pm 1.3$ | $1.8 \pm 1.3$ |
| 4 | $110.2 \pm 17.2$ | $100.0 \pm 16.4$ | $100.0 \pm 16.4$ | $100.0 \pm 16.4$ | $9.5 \pm 2.9$ | $9.5 \pm 2.9$ | $9.5 \pm 2.9$ |
| 8 | $435.8 \pm 49.8$ | $358.7 \pm 46.9$ | $363.4 \pm 46.5$ | $364.5 \pm 47.0$ | $18.0 \pm 2.0$ | $16.8 \pm 2.5$ | $16.6 \pm 2.5$ |
| 12 | $952.7 \pm 109.1$ | $740.8 \pm 96.8$ | $747.0 \pm 94.8$ | $753.0 \pm 92.0$ | $22.5 \pm 1.8$ | $21.8 \pm 1.8$ | $21.1 \pm 1.2$ |
| $\rho_{\max }=30$ |  |  |  |  |  |  |  |
| $m=2$ | $71.9 \pm 11.2$ | $71.7 \pm 11.3$ | $71.7 \pm 11.3$ | $71.7 \pm 11.3$ | $0.5 \pm 0.5$ | $0.5 \pm 0.5$ | $0.5 \pm 0.5$ |
| 4 | $231.6 \pm 39.3$ | $223.7 \pm 39.0$ | $223.8 \pm 39.0$ | $223.8 \pm 39.0$ | $3.7 \pm 2.1$ | $3.6 \pm 2.1$ | $3.6 \pm 2.1$ |
| 8 | $906.6 \pm 120.0$ | $828.7 \pm 119.2$ | $829.9 \pm 119.4$ | $834.0 \pm 116.2$ | $8.9 \pm 1.7$ | $8.7 \pm 1.7$ | $8.1 \pm 1.8$ |
| 12 | $1986 \pm 263.6$ | $1747 \pm 251.4$ | $1769 \pm 256.3$ | $1783 \pm 255.4$ | $12.3 \pm 1.4$ | $11.2 \pm 1.8$ | $10.4 \pm 1.9$ |
| $\rho_{\max }=50$ |  |  |  |  |  |  |  |
| $m=2$ | $104.8 \pm 16.4$ | $104.7 \pm 16.4$ | $104.7 \pm 16.4$ | $104.7 \pm 16.4$ | $0.3 \pm 0.3$ | $0.3 \pm 0.3$ | $0.3 \pm 0.3$ |
| 4 | $328.8 \pm 52.8$ | $322.3 \pm 52.6$ | $322.4 \pm 52.7$ | $322.4 \pm 52.7$ | $2.2 \pm 1.3$ | $2.1 \pm 1.4$ | $2.1 \pm 1.4$ |
| 8 | $1327 \pm 185.6$ | $1252 \pm 186.8$ | $1257 \pm 186.4$ | $1258 \pm 186.2$ | $5.9 \pm 1.5$ | $5.5 \pm 1.6$ | $5.5 \pm 1.6$ |
| 12 | $2910 \pm 408.1$ | $2665 \pm 398.7$ | $2684 \pm 390.5$ | $2699 \pm 387.5$ | $8.7 \pm 1.2$ | $7.9 \pm 1.3$ | $7.3 \pm 1.5$ |

Table 2.1: Final capacities and savings percentages for simulations aggregating multicast trees with demands uniformly distributed between 0 and $\rho_{\max }$ and a blocking probability of $10^{-3}$.

|  | Link Capacity Standard Deviation |  |  |  | Final Number of Trees |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Original | Optimal | Alg. 2.1 | Alg. 2.2 | Optimal | Alg. 2.1 | Alg. 2.2 |
| $\rho_{\text {max }}=10$ |  |  |  |  |  |  |  |
| $m=2$ | $7.9 \pm 1.6$ | $6.0 \pm 2.4$ | $6.0 \pm 2.4$ | $6.0 \pm 2.4$ | $1.6 \pm 0.2$ | $1.6 \pm 0.2$ | $1.6 \pm 0.2$ |
| 4 | $15.3 \pm 2.8$ | $10.9 \pm 3.8$ | $10.9 \pm 3.8$ | $10.9 \pm 3.8$ | $2.4 \pm 0.5$ | $2.4 \pm 0.5$ | $2.4 \pm 0.5$ |
| 8 | $30.7 \pm 3.8$ | $19.0 \pm 3.3$ | $15.4 \pm 5.3$ | $15.2 \pm 5.2$ | $3.4 \pm 0.4$ | $3.2 \pm 0.5$ | $3.2 \pm 0.5$ |
| 12 | $46.0 \pm 4.1$ | $25.0 \pm 3.5$ | $21.5 \pm 3.6$ | $21.0 \pm 3.6$ | $3.7 \pm 0.5$ | $3.4 \pm 0.4$ | $3.3 \pm 0.5$ |
|  <br> $\mathrm{max}=30$ |  |  |  |  |  |  |  |
| $m=2$ | $16.3 \pm 3.2$ | $15.9 \pm 3.5$ | $15.9 \pm 3.5$ | $15.9 \pm 3.5$ | $1.9 \pm 0.1$ | $1.9 \pm 0.1$ | $1.9 \pm 0.1$ |
| 4 | $33.2 \pm 6.6$ | $27.3 \pm 7.9$ | $26.7 \pm 8.5$ | $26.7 \pm 8.5$ | $2.8 \pm 0.4$ | $2.8 \pm 0.4$ | $2.8 \pm 0.4$ |
| 8 | $64.3 \pm 9.1$ | $46.9 \pm 8.5$ | $45.8 \pm 8.0$ | $45.4 \pm 8.0$ | $4.1 \pm 0.4$ | $4.1 \pm 0.4$ | $4.1 \pm 0.4$ |
| 12 | $96.4 \pm 9.8$ | $70.9 \pm 9.3$ | $60.8 \pm 9.9$ | $57.8 \pm 9.8$ | $5.0 \pm 0.3$ | $4.3 \pm 0.4$ | $4.2 \pm 0.3$ |
| $\rho_{\text {max }}=50$ |  |  |  |  |  |  |  |
| $m=2$ | $24.9 \pm 5.0$ | $24.3 \pm 5.3$ | $24.3 \pm 5.3$ | $24.3 \pm 5.3$ | $1.9 \pm 0.1$ | $1.9 \pm 0.1$ | $1.9 \pm 0.1$ |
| 4 | $47.9 \pm 9.0$ | $42.6 \pm 9.6$ | $41.4 \pm 10.5$ | $41.4 \pm 10.5$ | $3.1 \pm 0.4$ | $3.0 \pm 0.4$ | $3.0 \pm 0.4$ |
| 8 | $94.5 \pm 14.1$ | $79.1 \pm 14.0$ | $74.5 \pm 12.7$ | $74.5 \pm 12.7$ | $4.8 \pm 0.5$ | $4.6 \pm 0.4$ | $4.6 \pm 0.4$ |
| 12 | $141.7 \pm 15.0$ | $113.4 \pm 12.5$ | $105.6 \pm 15.4$ | $104.3 \pm 16.1$ | $6.0 \pm 0.5$ | $5.4 \pm 0.4$ | $5.5 \pm 0.4$ |

Table 2.2: Link capacity standard deviations and final number of trees for simulations aggregating multicast trees with demands uniformly distributed between 0 and $\rho_{\max }$ and a call blocking probability of $10^{-3}$.


Figure 2.10: One-level tree topology, shown with $m=5$, used to determine the link capacity standard deviation in the simulations.
of destination sets $m$ increases. Although it is difficult to quantify, we expect that similar load-balancing benefits might be seen for other more general topologies. The results for the final number of trees are also quite encouraging. Once again, the greatest benefits occur for smaller $\rho_{\text {max }}$, and they grow as $m$ increases. The savings in the number of trees translates to reduced VPI usage and a significant reduction in VP setup and management loads.

We repeated the simulations with the addition of the Gaussian traffic model discussed at the end of Sec. 2.3. For each connection, the mean and variance of the cell arrival rate was given by $\lambda=1$ and $\sigma^{2}=1$, respectively. The cell loss probability was held constant at $10^{-6}$ which translates to a value of 4.7534 for the QoS parameter $k$ in (2.4). The results, shown in Tables 2.3 and 2.4 , exhibit the same general trends as the previous experiments but with a large increase in the capacity savings percentages. There is also a more significant reduction in the link capacity standard deviation and the final number of trees. Although the Gaussian model is certainly not the best cell level model, it does effectively demonstrate the potential benefits if rate multiplexing is taken into account when aggregating multicast trees.

We shall now drop the assumption that $\mathcal{D}_{m} \subset \mathcal{D}_{m-1} \subset \cdots \subset \mathcal{D}_{1}$. We still keep the less restrictive assumption that $\mathcal{D}_{i} \subset \mathcal{D}_{1}$ for $i=2,3, \ldots, m$, so with $N=\left|\mathcal{D}_{1}\right|$, the subsets $\mathcal{D}_{i}, i=2,3, \ldots, m$, can have from 1 to $N-1$ elements, and we can form equivalence classes based on how many elements are in each set. We can also construct relationships based on which destination sets are subsets of other

|  | Total Capacity |  |  |  | Savings Percentage |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Original | Optimal | Alg. 2.1 | Alg. 2.2 | Optimal | Alg. 2.1 | Alg. 2.2 |
| $\rho_{\text {max }}=10$ |  |  |  |  |  |  |  |
| $m=2$ | $86.3 \pm 11.5$ | $79.4 \pm 11.6$ | $79.4 \pm 11.6$ | $79.4 \pm 11.6$ | $8.3 \pm 3.0$ | $8.3 \pm 3.0$ | $8.3 \pm 3.0$ |
| 4 | $265.2 \pm 33.3$ | $210.5 \pm 29.3$ | $210.6 \pm 29.3$ | $210.6 \pm 29.3$ | $20.7 \pm 4.0$ | $20.7 \pm 4.1$ | $20.7 \pm 4.1$ |
| 8 | $1019 \pm 85.5$ | $661.3 \pm 72.7$ | $663.6 \pm 75.1$ | $664.0 \pm 75.4$ | $35.3 \pm 2.4$ | $35.1 \pm 2.8$ | $35.1 \pm 2.8$ |
| 12 | $2220 \pm 186.7$ | $1301 \pm 137.6$ | $1326 \pm 146.2$ | $1330 \pm 150.0$ | $41.6 \pm 1.6$ | $40.5 \pm 2.2$ | $40.3 \pm 2.3$ |
| $\rho_{\text {max }}=30$ |  |  |  |  |  |  |  |
| $m=2$ | $139.0 \pm 23.0$ | $134.6 \pm 23.1$ | $134.6 \pm 23.1$ | $134.6 \pm 23.1$ | $3.4 \pm 2.0$ | $3.4 \pm 2.0$ | $3.4 \pm 2.0$ |
| 4 | $447.2 \pm 69.5$ | $389.0 \pm 66.5$ | $389.0 \pm 66.5$ | $389.0 \pm 66.5$ | $13.3 \pm 3.7$ | $13.3 \pm 3.7$ | $13.3 \pm 3.7$ |
| 8 | $1740 \pm 180.3$ | $1338 \pm 165.3$ | $1345 \pm 168.5$ | $1350 \pm 171.0$ | $23.4 \pm 2.3$ | $23.0 \pm 2.6$ | $22.8 \pm 2.7$ |
| 12 | $3800 \pm 394.7$ | $2703 \pm 325.8$ | $2744 \pm 330.2$ | $2771 \pm 340.2$ | $29.1 \pm 1.6$ | $28.0 \pm 1.9$ | $27.3 \pm 1.8$ |
| $\rho_{\text {max }}=50$ |  |  |  |  |  |  |  |
| $m=2$ | $187.0 \pm 31.0$ | $183.7 \pm 31.1$ | $183.7 \pm 31.1$ | $183.7 \pm 31.1$ | $1.9 \pm 1.4$ | $1.9 \pm 1.4$ | $1.9 \pm 1.4$ |
| 4 | $595.7 \pm 101.1$ | $536.3 \pm 97.2$ | $536.3 \pm 97.2$ | $536.3 \pm 97.2$ | $10.3 \pm 3.2$ | $10.3 \pm 3.2$ | $10.3 \pm 3.2$ |
| 8 | $2333 \pm 263.0$ | $1903 \pm 247.0$ | $1929 \pm 249.8$ | $1936 \pm 252.3$ | $18.7 \pm 2.0$ | $17.5 \pm 2.5$ | $17.3 \pm 2.5$ |
| 12 | $5098 \pm 576.4$ | $3918 \pm 504.9$ | $3955 \pm 505.2$ | $3981 \pm 487.0$ | $23.4 \pm 1.7$ | $22.6 \pm 1.8$ | $22.1 \pm 1.2$ |

Table 2.3: Final capacities and savings percentages for simulations aggregating multicast trees with bufferless links, demands uniformly distributed between 0 and $\rho_{\max }$, a call blocking probability of $10^{-3}$, a cell loss probability of $10^{-6}$, and a Gaussian cell arrival rate with mean 1 and variance 1 .

|  | Link Capacity Standard Deviation |  |  |  | Final Number of Trees |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Original | Optimal | Alg. 2.1 | Alg. 2.2 | Optimal | Alg. 2.1 | Alg. 2.2 |
| $\rho_{\text {max }}=10$ |  |  |  |  |  |  |  |
| $m=2$ | $19.0 \pm 3.8$ | $3.3 \pm 4.9$ | $3.3 \pm 4.9$ | $3.3 \pm 4.9$ | $1.1 \pm 0.2$ | $1.1 \pm 0.2$ | $1.1 \pm 0.2$ |
| 4 | $35.9 \pm 5.5$ | $18.3 \pm 6.7$ | $16.0 \pm 4.9$ | $16.0 \pm 4.9$ | $1.9 \pm 0.2$ | $1.9 \pm 0.2$ | $1.9 \pm 0.2$ |
| 8 | $70.8 \pm 6.6$ | $22.9 \pm 8.4$ | $20.5 \pm 5.6$ | $20.4 \pm 5.6$ | $2.2 \pm 0.3$ | $2.1 \pm 0.2$ | $2.1 \pm 0.2$ |
| 12 | $105.9 \pm 7.1$ | $35.7 \pm 6.2$ | $18.5 \pm 5.2$ | $18.0 \pm 5.2$ | $2.7 \pm 0.4$ | $2.3 \pm 0.4$ | $2.3 \pm 0.4$ |
| $\rho^{\text {max }}=30$ |  |  |  |  |  |  |  |
| $m=2$ | $30.9 \pm 6.1$ | $16.8 \pm 10.4$ | $16.8 \pm 10.4$ | $16.8 \pm 10.4$ | $1.4 \pm 0.2$ | $1.4 \pm 0.2$ | $1.4 \pm 0.2$ |
| 4 | $61.3 \pm 11.3$ | $40.7 \pm 16.6$ | $40.7 \pm 16.6$ | $40.7 \pm 16.6$ | $2.3 \pm 0.5$ | $2.3 \pm 0.5$ | $2.3 \pm 0.5$ |
| 8 | $121.9 \pm 13.8$ | $58.7 \pm 19.3$ | $48.0 \pm 17.6$ | $47.4 \pm 17.0$ | $3.0 \pm 0.6$ | $2.7 \pm 0.5$ | $2.7 \pm 0.5$ |
| 12 | $182.6 \pm 14.8$ | $82.5 \pm 13.9$ | $65.1 \pm 11.5$ | $61.0 \pm 11.1$ | $3.1 \pm 0.5$ | $2.9 \pm 0.4$ | $2.8 \pm 0.5$ |
| $\rho_{\text {max }}=50$ |  |  |  |  |  |  |  |
| $m=2$ | $42.2 \pm 8.2$ | $31.9 \pm 12.9$ | $31.9 \pm 12.9$ | $31.9 \pm 12.9$ | $1.6 \pm 0.2$ | $1.6 \pm 0.2$ | $1.6 \pm 0.2$ |
| 4 | $82.2 \pm 16.4$ | $58.9 \pm 22.3$ | $58.9 \pm 22.3$ | $58.9 \pm 22.3$ | $2.4 \pm 0.5$ | $2.4 \pm 0.5$ | $2.4 \pm 0.5$ |
| 8 | $164.0 \pm 20.1$ | $101.1 \pm 17.3$ | $78.9 \pm 27.3$ | $78.2 \pm 26.7$ | $3.4 \pm 0.4$ | $3.1 \pm 0.4$ | $3.1 \pm 0.4$ |
| 12 | $245.8 \pm 21.6$ | $132.7 \pm 18.3$ | $110.8 \pm 17.0$ | $108.7 \pm 17.0$ | $3.7 \pm 0.5$ | $3.2 \pm 0.5$ | $3.2 \pm 0.5$ |

Table 2.4: Link capacity standard deviations and final number of trees for simulations aggregating multicast trees with bufferless links, demands uniformly distributed between 0 and $\rho_{\max }$, a call blocking probability of $10^{-3}$, a cell loss probability of $10^{-6}$, and a Gaussian cell arrival rate with mean 1 and variance 1 .
destination sets. Accordingly, we present a modified version of Algorithm 2.1 that proceeds down the hierarchy by equivalence class.

Algorithm 2.3. Start with the largest destination set $\mathcal{D}_{1}$ and the equivalence class directly below $\mathcal{D}_{1}$ with $N-1$ elements per destination set. For each $\mathcal{D}_{i}$ in that equivalence class (taken in any order), combine the demands for $\mathcal{D}_{1}$ and $\mathcal{D}_{i}$ into a single demand for $\mathcal{D}_{1}$ if the condition in (2.1) holds. If successful in combining all members in that equivalence class with $\mathcal{D}_{1}$ (or if the equivalence class is empty), try to combine demands for $\mathcal{D}_{1}$ and the members of the equivalence class with $N-2$ elements. Continue on until reaching an equivalence class in which all members are not combined with $\mathcal{D}_{1}$. Now repeat the procedure starting with each destination set of that class (in any order) and restricting combinations to destination sets which are subsets of the current destination set. Continue on recursively until all destination sets have either been absorbed or have served as the primary candidate to which other destination sets may be combined.

```
begin
    for }n:=N\mathrm{ to 2 step - 1 do
        foreach i\in{1,2,\ldots,m} such that }|\mp@subsup{\mathcal{D}}{i}{}|=n\wedge\mp@subsup{\rho}{i}{}>0\mathrm{ do
            q:=n-1;k:=0;
            while }q\geq1\wedgek=0 d
                    foreach j\in{1,2,\ldots,m} such that }|\mp@subsup{\mathcal{D}}{j}{}|=q\wedge\mp@subsup{\rho}{j}{}>0\mathrm{ do
                if }\mp@subsup{\mathcal{D}}{j}{}\subset\mp@subsup{\mathcal{D}}{i}{}\wedge\neg\mathrm{ combine (i,j) then }k:=k+1; endif
                    endfor;
                    q:=q-1;
        endwhile;
        endfor;
    endfor;
end
```

For completeness, we also define a modified version of Algorithm 2.2.
Algorithm 2.4. Start with the largest destination set $\mathcal{D}_{1}$ and the equivalence class directly below $\mathcal{D}_{1}$ with $N-1$ elements per destination set. For each $\mathcal{D}_{i}$ in that equivalence class (taken in any order), combine the demands for $\mathcal{D}_{1}$ and $\mathcal{D}_{i}$ into a single demand for $\mathcal{D}_{1}$ if the condition in (2.1) holds. Next try to combine demands
for $\mathcal{D}_{1}$ and the members of the equivalence class with $N-2$ elements, and continue on until reaching the equivalence class with the smallest number of elements per destination set. If a successful combination was made, repeat the procedure starting with $\mathcal{D}_{1}$ and the equivalence class with $N-1$ elements per destination set (skipping sets which have previously been absorbed). When a pass without a successful combination has been made, move from $\mathcal{D}_{1}$ to the equivalence class with the largest number of elements per destination set that has members which have not been aggregated, and repeat from the beginning starting with each destination set of that class (in any order) and restricting combinations to destination sets which are subsets of the current destination set. Continue on recursively until all destination sets have either been absorbed or have served as the primary candidate to which other destination sets may be combined.

```
begin
    for }n:=N\mathrm{ to 2 step - 1 do
        foreach i\in{1,2,\ldots,m} such that }|\mp@subsup{\mathcal{D}}{i}{}|=n\wedge\mp@subsup{\rho}{i}{}>0\mathrm{ do
            k:=1;
            while }k>0\mathrm{ do
                    k:=0;
                    for q:=n-1 to 1 step - 1 do
                        foreach j\in{1,2,\ldots,m} such that }|\mp@subsup{\mathcal{D}}{j}{}|=q\wedge\mp@subsup{\rho}{j}{}>0\mathrm{ do
                        if }\mp@subsup{\mathcal{D}}{j}{}\subset\mp@subsup{\mathcal{D}}{i}{}\wedge\mathrm{ combine( }i,j)\mathrm{ then }k:=k+1; endif;
                    endfor;
                    endfor;
            endwhile;
        endfor;
    endfor;
end
```

To simulate Algorithms 2.3 and 2.4, we began with a destination set of size $m$ and from the $2^{m}-2$ proper subsets (excluding the empty set) chose $m-1$ other destination sets at random at the beginning of each replication. This means that the majority of the destination sets chosen will have close to $m / 2$ members. As before, the tree sizes were equal to the destination set sizes, the offered loads were randomly generated according to a uniform distribution between 0 and $\rho_{\text {max }}$, and the results obtained are $95 \%$ confidence intervals based on independent replications.

To compute the link capacity standard deviation, we used a one-level tree topology, similar to that shown in Fig. 2.10, but now the destination sets are chosen at random from all possible combinations. We performed simulations with and without the Gaussian traffic model using the same traffic parameters and blocking probabilities as before.

The results for these experiments are given in Tables 2.5 through 2.8. We do not repeat the results for $m=2$ as they are the same as before. Algorithm 2.3 is close to the optimal in total capacity, but, in contrast to before, it is no longer consistently better than Algorithm 2.4. The savings percentages have been reduced significantly, but they are still quite good when the Gaussian traffic model is included. The results for the link capacity standard deviation and the final number of trees generally exhibit the same trends as before except that the values for Algorithm 2.3 tend to be a bit higher than the other two algorithms. Overall, the impact of including the Gaussian traffic model is more significant than before, and Algorithm 2.3 still appears to be a good compromise between complexity and performance.

### 2.5 Role of topology and pre-processing

In this section, we restrict ourselves to the case where the VP multicast layout has not yet been determined, and our procedure is a pre-processing step. As in Sec. 2.1, we consider the situation with a common source and two destination sets $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$ such that $\mathcal{D}_{2} \subseteq \mathcal{D}_{1}$. Suppose that we do not know the actual network topology, but we do know the distances from the source to all destinations in the larger set $\mathcal{D}_{1}$. The exact ratio $\left|\mathcal{T}_{2}\right| /\left|\mathcal{I}_{1}\right|$ is then unknown, but we can bound it for all possible trees $\mathcal{T}_{1}$ and $\mathcal{I}_{2}$ with the specified distances to each destination. In the following, $h(d)$ is the number of hops to destination $d$.

Lemma 2.1. Let $u(\mathcal{D})=\sum_{d \in \mathcal{D}} h(d)$ and $l(\mathcal{D})=|\mathcal{D}|+\sum_{j=1}^{M-1} 1(j \neq h(d) \forall d \in \mathcal{D})$, where $M=\max _{d \in \mathcal{D}} h(d)$ and $1(\cdot)$ is the indicator function. Then, for any trees $\mathcal{I}_{1}$ and $\mathcal{T}_{2}$ satisfying the distance constraints $h(d) \forall d \in \mathcal{D}_{1}$ or $\mathcal{D}_{2}$, respectively, and connecting a common source to destination sets $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$, respectively, with $\mathcal{D}_{2} \subseteq \mathcal{D}_{1}$, we have

$$
\begin{equation*}
\frac{l\left(\mathcal{D}_{2}\right)}{u\left(\mathcal{D}_{1}\right)} \leq \frac{\left|\mathcal{T}_{2}\right|}{\left|\mathcal{T}_{1}\right|} \leq \frac{u\left(\mathcal{D}_{2}\right)}{l\left(\mathcal{D}_{1}\right)} \tag{2.5}
\end{equation*}
$$

|  | Total Capacity |  |  |  | Savings Percentage |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Original | Optimal | Alg. 2.3 | Alg. 2.4 | Optimal | Alg. 2.3 | Alg. 2.4 |
| $\rho_{\text {max }}=10$ |  |  |  |  |  |  |  |
| $m=4$ | $121.5 \pm 16.2$ | $112.1 \pm 14.4$ | $112.5 \pm 14.5$ | $112.3 \pm 14.5$ | $7.4 \pm 2.7$ | $7.1 \pm 2.8$ | $7.3 \pm 2.8$ |
| 8 | $457.5 \pm 45.7$ | $404.1 \pm 38.0$ | $405.2 \pm 37.7$ | $405.7 \pm 37.4$ | $11.4 \pm 2.6$ | $11.2 \pm 2.7$ | $11.0 \pm 2.8$ |
| 12 | $961.5 \pm 123.1$ | $843.9 \pm 95.9$ | $865.7 \pm 92.7$ | $847.3 \pm 97.8$ | $11.9 \pm 3.2$ | $9.5 \pm 4.1$ | $11.6 \pm 3.6$ |
| $\rho_{\text {max }}=30$ |  |  |  |  |  |  |  |
| $m=4$ | $252.4 \pm 37.9$ | $245.8 \pm 37.2$ | $246.1 \pm 37.4$ | $245.8 \pm 37.2$ | $2.6 \pm 1.5$ | $2.6 \pm 1.6$ | $2.6 \pm 1.5$ |
| 8 | $956.3 \pm 108.0$ | $916.4 \pm 102.1$ | $917.8 \pm 101.6$ | $918.5 \pm 100.9$ | $4.1 \pm 1.4$ | $4.0 \pm 1.4$ | $3.9 \pm 1.4$ |
| 12 | $2004 \pm 288.5$ | $1939 \pm 264.5$ | $1957 \pm 264.8$ | $1939 \pm 264.5$ | $3.1 \pm 1.4$ | $2.2 \pm 1.4$ | $3.1 \pm 1.4$ |
| $\rho_{\text {max }}=50$ |  |  |  |  |  |  |  |
| $m=4$ | $372.0 \pm 55.1$ | $366.7 \pm 54.7$ | $366.7 \pm 54.7$ | $366.7 \pm 54.7$ | $1.5 \pm 1.0$ | $1.5 \pm 1.0$ | $1.5 \pm 1.0$ |
| 8 | $1381 \pm 160.7$ | $1351 \pm 157.1$ | $1352 \pm 156.8$ | $1353 \pm 155.6$ | $2.2 \pm 0.9$ | $2.1 \pm 0.9$ | $1.9 \pm 0.9$ |
| 12 | $2937 \pm 442.1$ | $2902 \pm 428.3$ | $2912 \pm 439.7$ | $2903 \pm 428.8$ | $1.1 \pm 0.7$ | $0.9 \pm 0.5$ | $1.1 \pm 0.7$ |

Table 2.5: Final capacities and savings percentages for simulations aggregating multicast trees with random destination sets, demands uniformly distributed between 0 and $\rho_{\max }$, and a call blocking probability of $10^{-3}$.

|  | Link Capacity Standard Deviation |  |  |  | Final Number of Trees |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Original | Optimal | Alg. 2.3 | Alg. 2.4 | Optimal | Alg. 2.3 | Alg. 2.4 |
| $\rho_{\text {max }}=10$ |  |  |  |  |  |  |  |
| $m=4$ | $11.3 \pm 2.2$ | $9.2 \pm 2.6$ | $9.6 \pm 2.2$ | $8.8 \pm 2.7$ | $2.3 \pm 0.4$ | $2.6 \pm 0.4$ | $2.3 \pm 0.4$ |
| 8 | $17.5 \pm 3.4$ | $13.3 \pm 3.0$ | $14.0 \pm 3.2$ | $12.3 \pm 2.8$ | $3.8 \pm 0.6$ | $4.1 \pm 0.7$ | $3.7 \pm 0.6$ |
| 12 | $21.7 \pm 3.1$ | $17.2 \pm 2.5$ | $17.8 \pm 3.2$ | $15.2 \pm 2.9$ | $4.7 \pm 0.8$ | $7.2 \pm 2.2$ | $5.1 \pm 1.9$ |
| $\rho_{\text {max }}=30$ |  |  |  |  |  |  |  |
| $m=4$ | $24.2 \pm 4.8$ | $22.0 \pm 4.6$ | $22.7 \pm 4.6$ | $22.0 \pm 4.6$ | $2.9 \pm 0.4$ | $3.0 \pm 0.4$ | $2.9 \pm 0.4$ |
| 8 | $37.1 \pm 7.4$ | $33.6 \pm 5.6$ | $33.7 \pm 5.5$ | $32.7 \pm 6.1$ | $5.4 \pm 0.7$ | $5.5 \pm 0.7$ | $5.3 \pm 0.8$ |
| 12 | $46.7 \pm 6.7$ | $44.5 \pm 6.4$ | $45.8 \pm 6.2$ | $44.5 \pm 6.4$ | $7.8 \pm 1.6$ | $9.8 \pm 1.4$ | $7.8 \pm 1.6$ |
| $\rho_{\text {max }}=50$ |  |  |  |  |  |  |  |
| $m=4$ | $35.9 \pm 6.8$ | $33.3 \pm 7.3$ | $33.3 \pm 7.3$ | $33.3 \pm 7.3$ | $3.3 \pm 0.4$ | $3.3 \pm 0.4$ | $3.3 \pm 0.4$ |
| 8 | $54.0 \pm 10.3$ | $51.5 \pm 9.2$ | $51.9 \pm 9.5$ | $51.4 \pm 9.3$ | $6.3 \pm 0.7$ | $6.5 \pm 0.7$ | $6.3 \pm 0.6$ |
| 12 | $69.4 \pm 10.0$ | $68.8 \pm 9.5$ | $68.9 \pm 9.5$ | $68.8 \pm 9.5$ | $9.8 \pm 1.2$ | $10.7 \pm 0.8$ | $9.8 \pm 1.2$ |

Table 2.6: Link capacity standard deviations and final number of trees for simulations aggregating multicast trees with random destination sets, demands uniformly distributed between 0 and $\rho_{\max }$, and a call blocking probability of $10^{-3}$.

|  | Total Capacity |  |  |  | Savings Percentage |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Original | Optimal | Alg. 2.3 | Alg. 2.4 | Optimal | Alg. 2.3 | Alg. 2.4 |
| $\rho_{\text {max }}=10$ |  |  |  |  |  |  |  |
| $m=4$ | $285.1 \pm 30.1$ | $226.0 \pm 21.5$ | $226.1 \pm 21.5$ | $226.0 \pm 21.5$ | $20.0 \pm 4.0$ | $20.0 \pm 4.1$ | $20.0 \pm 4.0$ |
| 8 | $1061 \pm 90.9$ | $728.0 \pm 53.2$ | $728.0 \pm 53.2$ | $728.3 \pm 53.3$ | $31.2 \pm 2.5$ | $31.2 \pm 2.5$ | $31.1 \pm 2.6$ |
| 12 | $2242 \pm 228.8$ | $1413 \pm 124.1$ | $1416 \pm 127.3$ | $1416 \pm 127.3$ | $36.8 \pm 2.4$ | $36.6 \pm 2.5$ | $36.6 \pm 2.5$ |
| $\rho_{\text {max }}=30$ |  |  |  |  |  |  |  |
| $m=4$ | $485.9 \pm 59.8$ | $429.3 \pm 50.8$ | $431.9 \pm 50.9$ | $431.4 \pm 50.9$ | $11.2 \pm 3.3$ | $10.7 \pm 3.5$ | $10.8 \pm 3.5$ |
| 8 | $1823 \pm 183.5$ | $1505 \pm 136.0$ | $1512 \pm 133.2$ | $1508 \pm 134.7$ | $17.1 \pm 3.1$ | $16.6 \pm 3.4$ | $17.0 \pm 3.1$ |
| 12 | $3836 \pm 455.8$ | $3050 \pm 319.4$ | $3100 \pm 334.5$ | $3050 \pm 319.4$ | $20.3 \pm 2.8$ | $18.8 \pm 5.2$ | $20.3 \pm 2.8$ |
| $\rho_{\text {max }}=50$ |  |  |  |  |  |  |  |
| $m=4$ | $650.6 \pm 85.6$ | $596.7 \pm 75.6$ | $599.1 \pm 76.1$ | $597.7 \pm 76.3$ | $7.9 \pm 2.8$ | $7.6 \pm 2.8$ | $7.8 \pm 2.8$ |
| 8 | $2448 \pm 242.2$ | $2143 \pm 197.3$ | $2149 \pm 195.3$ | $2150 \pm 194.3$ | $12.2 \pm 2.7$ | $11.9 \pm 2.8$ | $11.9 \pm 2.8$ |
| 12 | $5145 \pm 652.2$ | $4461 \pm 502.3$ | $4548 \pm 499.4$ | $4482 \pm 510.9$ | $13.0 \pm 3.2$ | $11.2 \pm 4.5$ | $12.6 \pm 3.8$ |

Table 2.7: Final capacities and savings percentages for simulations aggregating multicast trees with random destination sets, bufferless links, demands uniformly distributed between 0 and $\rho_{\text {max }}$, a call blocking probability of $10^{-3}$, a cell loss probability of $10^{-6}$, and a Gaussian cell arrival rate with mean 1 and variance 1 .

|  | Link Capacity Standard Deviation |  |  |  | Final Number of Trees |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Original | Optimal | Alg. 2.3 | Alg. 2.4 | Optimal | Alg. 2.3 | Alg. 2.4 |
| $\rho_{\text {max }}=10$ |  |  |  |  |  |  |  |
| $m=4$ | $25.2 \pm 4.8$ | $7.1 \pm 4.6$ | $8.4 \pm 5.0$ | $7.1 \pm 4.6$ | $1.6 \pm 0.4$ | $1.6 \pm 0.4$ | $1.6 \pm 0.4$ |
| 8 | $40.7 \pm 7.9$ | $8.4 \pm 5.9$ | $8.4 \pm 5.9$ | $8.3 \pm 5.8$ | $1.5 \pm 0.4$ | $1.5 \pm 0.4$ | $1.5 \pm 0.4$ |
| 12 | $48.1 \pm 7.1$ | $13.4 \pm 8.8$ | $10.6 \pm 8.2$ | $10.6 \pm 8.2$ | $2.0 \pm 0.9$ | $1.8 \pm 0.7$ | $1.8 \pm 0.7$ |
| $\rho_{\text {max }}=30$ |  |  |  |  |  |  |  |
| $m=4$ | $44.4 \pm 8.5$ | $33.5 \pm 10.9$ | $28.5 \pm 9.4$ | $28.8 \pm 9.5$ | $2.2 \pm 0.4$ | $2.1 \pm 0.4$ | $2.1 \pm 0.4$ |
| 8 | $70.8 \pm 14.0$ | $49.6 \pm 9.1$ | $49.4 \pm 10.4$ | $48.0 \pm 10.4$ | $3.0 \pm 0.4$ | $3.5 \pm 0.7$ | $3.1 \pm 0.4$ |
| 12 | $84.9 \pm 12.4$ | $34.8 \pm 18.6$ | $43.9 \pm 17.7$ | $34.8 \pm 18.6$ | $2.7 \pm 1.1$ | $4.1 \pm 2.3$ | $2.7 \pm 1.1$ |
| $\rho_{\text {max }}=50$ |  |  |  |  |  |  |  |
| $m=4$ | $60.4 \pm 11.7$ | $49.0 \pm 13.9$ | $51.0 \pm 11.7$ | $46.7 \pm 14.2$ | $2.3 \pm 0.4$ | $2.6 \pm 0.4$ | $2.3 \pm 0.4$ |
| 8 | $93.6 \pm 18.2$ | $73.1 \pm 16.1$ | $76.6 \pm 16.6$ | $67.8 \pm 14.9$ | $3.7 \pm 0.6$ | $4.0 \pm 0.6$ | $3.6 \pm 0.6$ |
| 12 | $115.7 \pm 16.7$ | $83.4 \pm 9.6$ | $89.4 \pm 19.1$ | $77.4 \pm 11.9$ | $4.1 \pm 0.6$ | $6.5 \pm 2.2$ | $4.8 \pm 1.9$ |

Table 2.8: Link capacity standard deviations and final number of trees for simulations aggregating multicast trees with random destination sets, bufferless links, demands uniformly distributed between 0 and $\rho_{\text {max }}$, a call blocking probability of $10^{-3}$, a cell loss probability of $10^{-6}$, and a Gaussian cell arrival rate with mean 1 and variance 1 .

Proof: To prove the lemma, we show that $l(\mathcal{D}) \leq|\mathcal{T}| \leq u(\mathcal{D})$ for any tree $\mathcal{T}$ connecting a source to destination set $\mathcal{D}$. The largest number of links occurs when the tree $\mathcal{T}$ has disjoint paths from the source to every destination, i.e., the root of the tree has $|\mathcal{D}|$ branches and no links are shared by two or more source-destination paths. Therefore, $|\mathcal{T}| \leq \sum_{d \in \mathcal{D}} h(d)=u(\mathcal{D})$. To establish the lower bound, we assume that no two destinations are collocated. (If not, simply combine the demands for the collocated destinations into a demand for a single combined destination.) First, suppose that $\{h(d) \mid d \in \mathcal{D}\}=\{1,2, \ldots, M\}$. Then the tree $\mathcal{T}$ with the smallest number of links occurs when the destinations are connected in a straight line. Thus, $|\mathcal{T}|=M=|\mathcal{D}|$. If another destination is added at a duplicate distance $1 \leq j \leq M$, then another branch must be added originating from a node at distance $j-1$. If a destination is removed at distance $1 \leq j<M$ such that now $j \notin\{h(d) \mid d \in \mathcal{D}\}$, then a branch cannot be removed because the tree would become disconnected. Thus, by construction, $|\mathcal{T}| \geq|\mathcal{D}|+\sum_{j=1}^{M-1} 1(j \neq h(d) \forall d \in \mathcal{D})=l(\mathcal{D})$.

The bounds in Lemma 2.1 are not very tight. For example, define $\Gamma(\mathcal{D})=$ $\{h(d) \mid d \in \mathcal{D}\}$, and suppose that $\Gamma\left(\mathcal{D}_{2}\right)=\{3,5\}$ and $\Gamma\left(\mathcal{D}_{1}\right)=\{2,3,5\}$. Then we have $\frac{5}{10} \leq \frac{\left|\mathcal{T}_{2}\right|}{\left|\mathcal{T}_{1}\right|} \leq \frac{8}{5}$.

Now consider a similar setup with the additional requirement that $\mathcal{I}_{2} \subseteq \mathcal{T}_{1}$. Tighter bounds than before can be obtained as stated in the following lemma. We use $\mathcal{D}_{1}-\mathcal{D}_{2}$ to designate the set of elements in $\mathcal{D}_{1}$ that are not in $\mathcal{D}_{2}$.
Lemma 2.2. Let $u(\mathcal{D})=\sum_{d \in \mathcal{D}} h(d)$ and $l(\mathcal{D})=|\mathcal{D}|+\sum_{j=1}^{M-1} 1(j \neq h(d) \forall d \in \mathcal{D})$, where $M=\max _{d \in \mathcal{D}} h(d)$ and $1(\cdot)$ is the indicator function. Then, for any trees $\mathcal{T}_{1}$ and $\mathcal{I}_{2}$ satisfying the distance constraints $h(d) \forall d \in \mathcal{D}_{1}$ or $\mathcal{D}_{2}$, respectively, and connecting a common source to destination sets $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$, respectively, with $\mathcal{D}_{2} \subseteq \mathcal{D}_{1}$ and $\mathcal{T}_{2} \subseteq \mathcal{T}_{1}$, we have

$$
\begin{equation*}
\frac{l\left(\mathcal{D}_{2}\right)}{l\left(\mathcal{D}_{2}\right)+u\left(\mathcal{D}_{1}\right)-u\left(\mathcal{D}_{2}\right)} \leq \frac{\left|\mathcal{T}_{2}\right|}{\left|\mathcal{T}_{1}\right|} \leq \min \left\{\frac{u\left(\mathcal{D}_{2}\right)}{l\left(\mathcal{D}_{1}\right)}, 1\right\} \tag{2.6}
\end{equation*}
$$

Proof: Since $\mathcal{I}_{2} \subseteq \mathcal{T}_{1},\left|\mathcal{I}_{2}\right| \leq\left|\mathcal{T}_{1}\right|$, and so $\left|\mathcal{T}_{2}\right| /\left|\mathcal{T}_{1}\right| \leq 1$. From Lemma 2.1, we also know that $\left|\mathcal{I}_{2}\right| /\left|\mathcal{I}_{1}\right| \leq u\left(\mathcal{D}_{2}\right) / l\left(\mathcal{D}_{1}\right)$, thus establishing the upper bound. For the lower bound, let $\mathcal{T}_{12}$ be a separate tree for $\mathcal{D}_{1}-\mathcal{D}_{2}$. From Lemma 2.1, we know that $\left|\mathcal{T}_{12}\right| \leq u\left(\mathcal{D}_{1}-\mathcal{D}_{2}\right)=u\left(\mathcal{D}_{1}\right)-u\left(\mathcal{D}_{2}\right)$. Since $\mathcal{T}_{2} \subseteq \mathcal{T}_{1},\left|\mathcal{T}_{1}\right| \leq\left|\mathcal{T}_{2}\right|+u\left(\mathcal{D}_{1}\right)-u\left(\mathcal{D}_{2}\right)$.
So we have

$$
\begin{equation*}
\frac{\left|\mathcal{T}_{2}\right|}{\left|\mathcal{T}_{2}\right|+u\left(\mathcal{D}_{1}\right)-u\left(\mathcal{D}_{2}\right)} \leq \frac{\left|\mathcal{T}_{2}\right|}{\left|\mathcal{T}_{1}\right|} \tag{2.7}
\end{equation*}
$$

To find the lower bound over all trees $\mathcal{T}_{2}$, we differentiate the left-hand side of (2.7) with respect to $\left|\mathcal{T}_{2}\right|$. The derivative, $\left(u\left(\mathcal{D}_{1}\right)-u\left(\mathcal{D}_{2}\right)\right) /\left(\left|\mathcal{T}_{2}\right|+u\left(\mathcal{D}_{1}\right)-u\left(\mathcal{D}_{2}\right)\right)^{2}$, is always positive because $u\left(\mathcal{D}_{1}\right)-u\left(\mathcal{D}_{2}\right) \geq 0$. Therefore, the left-hand side of (2.7) is an increasing function of $\left|\mathcal{T}_{2}\right|$. Hence, the smallest possible value of $\left|\mathcal{T}_{2}\right|$, which is $l\left(\mathcal{D}_{2}\right)$, is substituted for $\left|\mathcal{T}_{2}\right|$ to establish the lower bound.
Using Lemma 2.2, the bounds for our previous example are $\frac{5}{7} \leq \frac{\left|\mathcal{I}_{2}\right|}{\left|\mathcal{F}_{1}\right|} \leq 1$, a significant improvement.

By substituting the lower bound of Lemma 2.1 or preferably Lemma 2.2 for $\left|\mathcal{T}_{2}\right| /\left|\mathcal{T}_{1}\right|$ in (2.1), we can conservatively decide whether or not to combine the demands for $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$ into a single demand for the larger set $\mathcal{D}_{1}$ without knowing the full network topology. As confirmed by Lemma 2.2 and Fig. 2.3, large destination sets $\left(l\left(\mathcal{D}_{2}\right)\right.$ large $)$ with small differences between them $\left(u\left(\mathcal{D}_{1}\right)-u\left(\mathcal{D}_{2}\right)\right.$ small $)$ will produce a lower bound for $\left|\mathcal{T}_{2}\right| /\left|\mathcal{T}_{1}\right|$ close to 1 (the maximum value) and improve the likelihood of achieving positive capacity savings by combining the demands. Without knowing the distances to the relevant destinations, as we have assumed in this section, it is not feasible to bound $\left|\mathcal{T}_{2}\right| /\left|\mathcal{T}_{1}\right|$ and make any decisions as part of a pre-processing step.

### 2.6 Additional remarks

In conclusion, we comment on the practicality of the common source assumption for large numbers of destination sets. Instead of an end system, the source could very well be a "core" node inside the network from which core-based trees are established for multicast routing, an architecture being proposed for the Internet [5, 6]. A multicast route would consist of a Virtual Path Connection (VPC) or SVC from the source to the core node followed by the established VP tree. Also, the destinations may be gateway nodes instead of end systems, in which case the VP trees would be entirely contained within the backbone of the network.

It is also worth noting that after aggregation, it may be desirable to perform trunk reservation within a VP tree because of the varying revenues generated by incoming connections [37]. For example, with two types of connections, it is optimal (in terms of total revenue generated) to reserve a certain amount of capacity for the connections which generate more revenue [25].

## Chapter 3

## Adaptive Resource Allocation for Aggregated Flows

### 3.1 Introduction

While the flexibility of ATM networks to support a variety of service classes and other value added services is likely to materialize, network operators will be faced with increasingly complex operational constraints and tradeoffs among overall network throughput, processing loads on the signaling system, and QoS requirements at both the call level, e.g., blocking probabilities, and cell level, e.g., cell loss or delay characteristics. One way to control the daunting complexity of the system is to aggregate flows, i.e., use Virtual Path Connections (VPCs) or configure virtual networks, and make a priori fixed or adaptive resource allocations. With flow aggregation, a group of individual flows is bundled together and jointly managed and switched inside a network or subnetwork. This type of aggregation can reduce the size of routing tables or the signaling/processing loads (e.g., Connection Admission Control) at the switches, reduce call setup times, and/or reduce the number of connection labels needed inside a network.

After noting the related work in this area in Sec. 3.2, the first concern of this chapter is to provide an overview and crude evaluation in Sec. 3.3 of the increasing signaling loads that large-scale, connection-oriented networks will need to support. Sec. 3.4 considers the role that configuring an overlay VP network and traffic management algorithms can play in controlling what we currently perceive as a possible
lack of scalability for ATM networks. We present some specific VP capacity allocation schemes for both VP-only and mixed VP/VC switching environments. Finally, in Sec. 3.5, we propose and evaluate algorithms for migrating from one VP layout to another. Sec. 3.6 concludes with a chapter summary.

### 3.2 Related work

The performance of SVC signaling in ATM networks has only received limited attention in the literature. One notable attempt at quantifying the signaling overhead through an empirical study is found in [55]. In contrast, much work has been aimed at VP capacity allocation in a VP-only switching environment, e.g. [19, 50, 57, 61]. The material in Sec. 3.4.1 is based primarily on the work in [19]. Additional background material on implied costs can be found in [36]. Very little research has addressed adaptive VP capacity allocation in a VP/VC switching environment where call processing capabilities are a limiting factor. The only other research in this particular setting that we are aware of is found in [4]. In [41], a global tradeoff between call processing costs and multiplexing gain is considered while jointly designing the VP layout, capacity allocation, and routing. Our particular formulation in Sec. 3.4.2 based on signaling flow constraints and implied costs appears to be new. To our knowledge, the performance of the general VP capacity migration problem which we address in Sec. 3.5 has not been previously studied. Part of the material in that section has been previously presented [54].

### 3.3 SVC signaling: loads, complexity, and technology

Herein we will focus on the signaling overheads and processing required to establish Switched Virtual Circuits (SVCs) in high-speed networks. There are of course a variety of other signaling tasks that will load up the network resources and will eventually be of concern. For example, a recent study of the Private NetworkNetwork Interface (PNNI) signaling overheads required in advertising available capacity in the network suggested it would totally overload the channel [62].

Consider a 155 Mbps link. It could in principle support at least 2500 voice

| Signal | Line rate | Call processing rates |
| :---: | :---: | :---: |
| STS-1 | 51.84 Mbps | 3 cps |
| STS-3 | 155.52 Mbps | 10 cps |
| STS-12 | 622.08 Mbps | 43 cps |
| STS-48 | 2.488 Gbps | 172 cps |
| STS-192 | 9.953 Gbps | 691 cps |

Table 3.1: Call processing rate requirements vs. bandwidth growth.
connections. ${ }^{1}$ Assuming the average connection duration is 3 minutes, then the maximum average call processing rate that might be required for such a link would be roughly 14 calls per second (cps). For higher line rates, with the same link utilization, the necessary call processing throughput would eventually scale proportionally with bandwidth. ${ }^{2}$ Thus, for example, Table 3.1 shows the average signaling rates that would need to be sustained for various links given the following assumptions: they are operated at $80 \%$ utilization, voice connections require 64 Kbps each, and each connection has a mean holding time of 3 minutes. These numbers give a rough idea of the manner in which call processing rates would grow with bandwidth for links carrying homogeneous uncompressed continuous bit rate voice traffic.

Current ATM switches typically support call processing using a shared general purpose processor. High-end systems can achieve throughputs on the order of $100-215 \mathrm{cps}$. Thus a switch supporting 16 OC-12 links, subject to the above loading assumption, could find that the required call processing rate, 688 cps , rather than bandwidth is the system bottleneck. This bottleneck can be overcome with dedicated special-purpose call processors per line card, but the downside is the increased difficulty in making upgrades and the possible increased cost compared to a software-only solution.

Several factors affect the call processing loads that switches will see. In the next sections we consider the role of various types of applications, the manner in

[^6]

Figure 3.1: Call processing rates versus demand and mean holding times.
which the technology and signaling requirements will scale in a full-blown ATM network, and the issue of congestion in the signaling network.

### 3.3.1 What are the SVC hungry applications?

Different applications will place markedly varying burdens on the system. The graph shown in Fig. 3.1 gives an idea of how various loads will impact the system. It exhibits the call processing load in cps versus the demand, measured in Erlangs, and the mean holding times of connections. ${ }^{3}$ For our purposes here, we shall assume that there are sufficient network resources to meet most of the demand. In other words, we ignore blocked calls which would in fact only further increase the call processing loads on the system. Consider, for example, video applications having a mean holding time of about 1 hour. If the overall system sustains an average load of about 10,000 connections, then the call processing load would not exceed 3 cps . In contrast, consider data applications such as web browsing with mean holding times

[^7]not exceeding a minute and a total average load of 100,000 connections. In this case the resulting call processing loads could easily exceed 1000 cps . Even shorter holding times would be associated with the transfer of say a single IP packet, and such traffic would far exceed the setup rates that are currently feasible. Below we comment on these examples in somewhat more detail.

Video-on-demand and other video applications are considered to be among the possible "killer" application for broadband ATM networks. Because the holding times of video connections are relatively long, the call setup loads would be relatively small. Thus, only if database video applications, requesting say video clips or still images, or smaller sized video programs become popular, will the signaling load become significant. Note however that if adaptive resource allocation was to be used on a per connection basis, as proposed in the RCBR protocol [27], this conclusion would change dramatically.

Voice calls are estimated to have a load of 0.1 Erlangs per line with a typical voice connection having a mean holding time of 3-5 minutes, which means an average of 0.00042 cps per line. Assuming that roughly 100,000 lines are supported at a central office switch, this translates to 42 cps . Core switches will however see far greater rates since they support much higher multiplexed rates. Videoconferencing calls should also be put in this category since they have similar holding times. These types of calls could significantly increase the call processing loads because they are typically multicast to several participants.

Data is perhaps the most "SVC hungry" application. Supporting LAN Emulation (LANE) or Multiple Protocol over ATM (MPOA) to carry IP traffic over ATM would result in significant signaling loads. In the worst case, a user clicking on an icon translates to the underlying ATM layer setting up an SVC to the destination router or server. This is the so-called SVC cut-through approach. Since the demand per user is likely to be quite high, these solutions to IP-overATM are unlikely to scale up in the public WAN environment without taking appropriate management steps to reduce complexity. A possible solution is a topology-driven approach such as Cisco's tag switching in which data is sent on SVCs already set up along routes computed by the Internet protocols.

In summary, the average demands for call processing will depend on the overall demand, the connection holding time, and the capacity of the system. Of particular concern today would be connections having short holding times, on the order of seconds or minutes, and high demand, such as voice or transaction processing loads that future business applications might require.

### 3.3.2 Dimensioning large networks

Consider the following simplified scenario. Suppose that the overall load on the system is increasing linearly, i.e., as $N \rho$. In dealing with increasing loads, network service providers can essentially use two extremes in developing their infrastructure. At one extreme, the provider could simply increase the capacity and/or number of ports of its switches so as to meet the demand. In this case the total signaling load seen by these large core switches grows linearly since each switch will see a fraction of the total load $N \rho$ on the network. With this solution, if the call processing resources do not increase in speed linearly, they will eventually become the bottleneck of the system.

At the other extreme, one can build increasingly complex meshes by adding more switches to the network, say linearly in $N$, so as to increase its carrying capacity. Assuming an optimal hierarchical configuration, the number of switches traversed by a connection would grow logarithmically, i.e., as $\log N$. Assuming that the load is spread uniformly on the network, then the total load on a given switch would be proportional to

$$
N \rho \times \frac{\log N}{N}=\rho \log N
$$

With this approach, a switch's call processing capacity would only need to grow logarithmically with the load. However, given the increasingly complex network, there is no guarantee that the processing requirements would not increase with the number of switches in the system. Indeed, in [55], based on an empirical study, the authors suggest that the bulk of the processing delay occurs in a small body of code for which the processing time depends on the size of the network. That is, the processing rates are likely to depend on the network size, further limiting the capacity of the switching system.

The call processing requirements of a real system might then scale somewhere between the desirable logarithmic growth and the worst case linear growth.

This brings us to the following question: what can technology today achieve?

### 3.3.3 Technology

Whether ATM switches will be able to support a linear increase in speed for their call processing capacity is at this point difficult to predict. The type of processing required at connection setup can in fact be significant and may span several switching systems and require additional updates during the lifetime of a connection. Tasks spanning the gamut from call admission and assessment and negotiation of QoS requirements, to routing, will be increasingly complex in multiservice networks, and thus one would expect them to place increasingly higher loads on call processing resources. Furthermore significant processing loads would be associated with performance and usage monitoring as well as billing records.

There is little experience operating ATM networks today, and since the performance characteristics of signaling channels depend on a complex interaction between software and hardware resources in a distributed environment, they are difficult to assess [55]. Nevertheless, some relevant data points give a starting point. Current workgroup switches, such as the ForeRunnerLE 155, advertise a connection set up time of 10 msec , that is 100 cps . Core switches range from 215 cps for the ForeRunner ASX-200BX to 3000 cps for the Ascend CBX 500 where the call processors are implemented in hardware with a separate processor card per port. Note however that a switch might need to support full accounting capabilities, such as the generating of billing records on a per connection basis, therefore it is difficult to extrapolate what throughput might be achieved.

While it is possible to achieve a call setup rate on the order of thousands of cps per switch with the help of call processors implemented in hardware, it is hard to scale these speeds even further without running into the high costs that such systems represent. Moreover, even if the desired speed could be achieved on general purpose workstations, it is questionable that supporting the full flexibility of SVC setup in software will be worthwhile given the increased software and maintenance costs. Indeed with the advent of multiservice broadband networks, the complexity and maintenance cost of call processing software is likely to increase, and in order to control costs it may be advantageous to limit the amount of signaling and call processing performed in the network.

### 3.3.4 Dealing with congestion in signaling networks

Looking at the average throughput that network elements can sustain is appropriate as a first cut. However, since call requests arrive as stochastic processes, the variability in the rate of requests is likely to lead to queuing and setup delays, and congestion will eventually lead to lost calls. Thus one eventually needs to take appropriate action in controlling demand and signaling flows in the network so as to reduce focused congestion and allocate resources fairly.

As a reference case, current Intelligent Network (IN) services typically have much greater processing requirements than Plain Old Telephone Service (POTS). Indeed, IN services might require a database lookup and authentication in addition to routing and call admission. With the advent of multiservice networks, the requirements at call setup, in terms of call admission, authentication, QoS negotiation, billing, etc., will far exceed those of current systems.

A significant amount of effort has yet to be invested in optimizing protocols and implementations to enhance performance. Some studies suggest that much work will need to be carried out before definitive performance comparisons and numbers can be collected [32,55].

### 3.4 Controlling processing and complexity costs via VP networks

By configuring VPCs, the network manager can reduce the processing requirements placed on intermediate switching nodes in the backbone by deferring call processing to a VPC's end nodes [20]. The cost of this approach is a possible loss of efficiency since capacity would now be segregated per VPC. Thus the service provider needs to find a compromise between limiting the processing load on network nodes and maximizing the large-scale network's throughput/revenue.

In fact one can view the virtual path layer as an intermediate resource allocation layer where allocation decisions are made on a slow time scale but coordinated over the network [19]. We contend that by allowing adaptive resource allocation for VP networks based on demand estimates and/or on-line estimates, possible losses in efficiency resulting from limiting the resources available for multiplexing SVC connections may be overcome. The configuration of VP networks is likely to become

| Switching | VP | VP/VC |
| :---: | :---: | :---: |
| VPs | single- or multiple-link | end-to-end |
| Algorithm | centralized <br> (periodic) | decentralized <br> (incremental) |

Table 3.2: A taxonomy of approaches to VP allocation.
an effective strategy for not only limiting signaling requirements in the network core, but also, and in some cases more importantly, it will enable network operators to handle the increasing complexity of multiservice networks, e.g., by simplifying connection admission control, routing, and provisioning of QoS requirements, and by aiding in addressing network reliability concerns as well as a variety of traffic management issues.

A variety of approaches are available for allocating VPs. In Table 3.2, the approaches are classified according to the type of switching available in the network, the extent of the VPs, and the structure of the allocation algorithm, resulting in eight distinct combinations. In Sec. 3.4.1, we discuss algorithms proposed for a VP switching environment, and in Sec. 3.4.2, we present our original algorithms for a VP/VC switching environment.

### 3.4.1 VP switching

In this section, we consider a core network that only switches VPs, and we present a method to periodically adjust the VP capacities. We will first treat the case of single- or multiple-link VPs and a centralized algorithm that is run periodically. This setup has been previously considered in [19]. We assume the routing is fixed or quasi-static with load sharing occurring between routes connecting a particular source/destination pair. The physical network consists of a set $\mathcal{I}$ of links with capacities $C_{j}$ for $j \in \mathcal{I}$. The logical network is defined by a set $\mathcal{V}$ of virtual paths. The matrix $V=\left(V_{j v}, j \in \mathcal{I}, v \in \mathcal{V}\right)$ is a $0-1$ matrix with $V_{j v}=1$ if VP $v$ passes through link $j$ and $V_{j v}=0$ otherwise. By assuming the existence of $\mathcal{V}$, we have bypassed the VP layout problem, a difficult problem in its own right that has been addressed elsewhere, e.g. [12, 23]. We are assuming that the layout would change infrequently. For simplicity, we start with a single-service loss network model, i.e.,
all calls require unit bandwidth, call holding times are independent (of all earlier arrival times and holding times) and identically distributed with unit mean, and blocked calls are lost. ${ }^{4}$

Each VP can be considered to be a logical link from the point of view of routing, and in fact, we define a route (VPC) $r \in \mathcal{R}$ to be a collection of VPs from $\mathcal{V}$. The matrix $A=\left(A_{v r}, v \in \mathcal{V}, r \in \mathcal{R}\right)$ is a $0-1$ matrix with $A_{v r}=1$ if route $r$ passes through VP $v$ and $A_{v r}=0$ otherwise. Define the vector $x=\left(x_{v}, v \in \mathcal{V}\right)$ to be the capacities allocated to each VP. The vector $\mathrm{v}=\left(\mathrm{v}_{r}, r \in \mathcal{R}\right)$ denotes the rates of independent Poisson arrival processes for each route. We use $w_{r}$ to denote the revenue generated by accepting a connection on route $r$, and $L_{r}$ is the blocking probability on route $r$.

Our goal is to maximize the rate of network revenue, so the optimization problem can be stated as

$$
\begin{align*}
\operatorname{maximize} & W(v ; x)=\sum_{r \in \mathcal{R}} w_{r} v_{r}\left(1-L_{r}\right)  \tag{3.1}\\
\text { subject to } & V x \leq C  \tag{3.2}\\
\text { over } & x \geq 0
\end{align*}
$$

The constraint (3.2) is a physical capacity constraint on the VPs.
To calculate the revenue sensitivities, we must first find the blocking probability $L_{r}$ for each route $r$, an important performance measure in its own right. Steady-state blocking probabilities can be obtained through the invariant distribution of the number of calls in progress on each route. However, the normalization constant for this distribution can be difficult to compute, especially for large networks. Therefore, the blocking probabilities are usually estimated using the Erlang fixed point approximation [26, 38].

Let $B=\left(B_{v}, v \in \mathcal{V}\right)$ be the solution to the equations

$$
\begin{equation*}
B_{v}=E\left(\rho_{v}, x_{v}\right), \quad v \in \mathcal{V}, \tag{3.3}
\end{equation*}
$$

[^8]where
\[

$$
\begin{equation*}
\rho_{v}=\sum_{r \in \mathcal{R}} A_{v r} v_{r} \prod_{u \in r-\{v\}}\left(1-B_{u}\right) \tag{3.4}
\end{equation*}
$$

\]

and the function $E$ is the Erlang B formula [8]

$$
\begin{equation*}
E\left(\rho_{v}, x_{v}\right)=\frac{\rho_{v}^{x_{v}}}{x_{v}!}\left[\sum_{n=0}^{x_{v}} \frac{\rho_{v}^{n}}{n!}\right]^{-1} \tag{3.5}
\end{equation*}
$$

The vector $B$ is called the Erlang fixed point; its existence follows from the Brouwer fixed point theorem and uniqueness was proved in [35]. Using $B$, an approximation for the blocking probability on route $r$ is

$$
\begin{equation*}
L_{r} \approx 1-\prod_{v \in r}\left(1-B_{v}\right) \tag{3.6}
\end{equation*}
$$

The idea behind the approximation is as follows. Each Poisson stream of rate $\mathrm{v}_{r}$ that passes through VP $v$ is thinned by a factor $1-B_{u}$ at each VP $u \in r-\{v\}$ before being offered to $v$. Assuming these thinnings are independent both from VP to VP and over all routes, then the traffic offered to VP $v$ is Poisson with rate $\rho_{v}$ as given in (3.4), the blocking probability at VP $v$ is $B_{v}$ as given in (3.3), and the loss probability on route $r$ is exactly $L_{r}$ as given in (3.6).

Starting from the Erlang fixed point approximation and by extending the definition of the Erlang B formula (3.5) to non-integral values of $x_{v}$ via linear interpolation, ${ }^{5}$ the sensitivity of the rate of revenue with respect to the capacity of VP $v$ has been derived by Kelly [36] and is given by

$$
\begin{equation*}
\frac{\partial}{\partial x_{v}} W(v ; x)=c_{v} \tag{3.7}
\end{equation*}
$$

where the implied costs $c$ are the (unique) solution to the equations

$$
\begin{equation*}
c_{v}=\eta_{v}\left(1-B_{v}\right)^{-1} \sum_{r \in \mathcal{R}} A_{v r} v_{r}\left(1-L_{r}\right)\left(w_{r}-\sum_{u \in \mathcal{V}} A_{u r} c_{u}+c_{v}\right), \quad v \in \mathcal{V} \tag{3.8}
\end{equation*}
$$

In these equations, $\eta_{v}=E\left(\rho_{v},\left\lceil x_{v}-1\right\rceil\right)-E\left(\rho_{v},\left\lceil x_{v}\right\rceil\right) ; B_{v}, \rho_{v}$, and $L_{r}$ are obtained from the Erlang fixed point approximation. Note that, based on (3.7), the implied costs $c$ also have an interpretation as shadow prices.

[^9]Using the partial derivatives of the rate of network revenue (3.7), the optimization problem can be solved (at periodic intervals) using a standard gradientbased hill-climbing procedure over a convex feasibility region defined by linear inequalities. An execution of this centralized algorithm could be triggered by a combination of a time limit and a window for the revenue function $W(v ; x)$. If the current rate of revenue reaches the upper or lower limits of the window or the time limit is reached, then a new optimization would be executed. Subsequently, a new window would be computed based on the current rate of revenue. Upper and lower bounds for $W(\mathrm{v} ; x)$ can be computed $[19,52]$ giving an idea of how we are doing. These bounds are only valid for the particular VP layout being used; a more difficult problem is to find tight bounds over all possible VP layouts. Bounds of this type would help to gauge when the VP layout should be adjusted. An alternative would be to adjust the layout on a daily or hourly basis with the VP capacities adjusted more frequently for fine-tuning using the algorithm proposed here. We note that, in general, $W(\mathrm{v} ; x)$ is not concave. However, Kelly has shown that it is asymptotically linear as $v$ and $x$ are increased in proportion [36], and it is possible that the stochastic fluctuations in the offered traffic may allow the optimization procedure to escape a nonoptimal local maximum.

If the VPs are constrained to be end-to-end, then each route traverses a single logical link. Since we are allocating end-to-end VPs, the blocking probability $L_{r}=$ $E\left(v_{r}, x_{v}\right)$ for the VP $v$ such that $A_{v r}=1$. Therefore, $\frac{\partial}{\partial x_{v}} L_{r}=A_{v r}\left(E\left(v_{r},\left\lceil x_{v}\right\rceil\right)-\right.$ $\left.E\left(v_{r},\left\lceil x_{v}-1\right\rceil\right)\right)=-A_{v r} \eta_{v}$, and the revenue sensitivity is

$$
\begin{equation*}
\frac{\partial}{\partial x_{v}} W(v ; x)=\eta_{v} \sum_{r \in \mathcal{R}} A_{v r} w_{r} v_{r} . \tag{3.9}
\end{equation*}
$$

Compared to (3.7), this sensitivity can be computed independently of the other VPs.
In a decentralized algorithm, each VP would be responsible for computing its own sensitivity. In the single- or multiple-link VP case, this would involve exchanging values with other VPs in an iterative fashion. Once computed, the sensitivities would be used to guide VP capacity allocation and deallocation requests made to link controllers. The link controllers would enforce the link capacity constraints and grant or deny requests as appropriate based on the revenue sensitivities.

### 3.4.2 VP/VC switching

In this section, we address the problem of a network that can simultaneously switch VPs and VCs where the constraint on call processing capacity is a limiting factor. As argued above, this situation may or may not materialize in the future. If it does, the underlying tradeoff is between network efficiency, which we represent via the overall network revenue or throughput, and the switch call processing capacity. Based on models for circuit-switched networks, we formulate this problem as one of maximizing network revenue subject to call processing constraints. There is at least one similar formulation [4], where they use an $\mathrm{M} / \mathrm{M} / 1$ model to approximate call setup delays. However, our goal is to design an adaptive mechanism that, based on on-line measurements of the network loads, slowly dimensions and configures VPs to enhance network performance.

Our framework in this section consists of a set $I$ of links with capacities $C_{j}$ for $j \in \mathcal{I}$, a set $\mathcal{R}$ of routes which are used for switched virtual circuits, and a set $\mathcal{V}$ of routes corresponding to virtual paths. As before, we start with a single-service loss network model. The initial algorithm that we present will be for end-to-end VPs in a decentralized setting.

Define the vector $x=\left(x_{v}, v \in \mathcal{V}\right)$ to be the capacities allocated to each VPC. The matrix $A=\left(A_{j r}, j \in \mathcal{I}, r \in \mathcal{R}\right)$ is a $0-1$ matrix with $A_{j r}=1$ if route $r$ passes through link $j$ and $A_{j r}=0$ otherwise. The matrix $V=\left(V_{j v}, j \in \mathcal{I}, v \in \mathcal{V}\right)$ is the analogous $0-1$ matrix for the VPCs. The residual capacities left to the SVCs are given by the vector $C^{s}=C-V x$. The vector $v=\left(v_{r}, r \in \mathcal{R}\right)$ denotes the rates of independent Poisson arrival processes for each route. The vector $\xi=\left(\xi_{v}, v \in \mathcal{V}\right)$ is the analogous demand vector for the VPCs. We use $w_{r}\left(w_{v}\right)$ to denote the revenue generated by accepting a connection on route $r$ (VPC $v$ ), and $L_{r}\left(L_{v}\right)$ is the blocking probability on route $r$ (VPC $v$ ). There may be multiple VPCs and routes available for SVCs between each origin/destination pair, so to retain the Poisson assumption, we will assume that load sharing occurs between the choices available for each origin/destination pair. The percentage routed to the available VPCs is determined separately from our algorithm for adjusting the VPC capacities. Note that this type of routing coupled with the loss network assumption provides an upper bound on the amount of blocking that would occur with a more realistic alternate routing scheme (in which the VPCs are attempted first). Hence, our estimate for the rate of revenue generated is conservative.

To model the signaling constraint, we define a vector $\mu=\left(\mu_{j}, j \in \mathcal{I}\right)$ representing the service rate available for setting up SVCs on a per link (or, equivalently, per port) basis. The signaling capacity of each switch is in proportion to the number of input (or output) links, so we simply take the average available to each link. We will define the signaling constraint as a flow constraint $\mu$ on the amount of traffic desiring SVCs.

For a given $v$ and $\xi$ (and a uniform amount of revenue per connection), the rate of revenue for the network will be maximized when no capacity is allocated to VPCs because allocating capacity for an end-to-end VPC reduces the amount of capacity available (and thus increases blocking) for SVCs using those links. However, we will be forced to allocate capacity to a VPC if the signaling constraint is violated at one or more of the switches. Our optimization problem can be stated as

$$
\begin{align*}
\text { maximize } & W(v ; \xi ; x ; C)=\sum_{v \in \mathcal{V}} w_{v} \xi_{v}\left(1-L_{v}\right)+\sum_{r \in \mathcal{R}} w_{r} v_{r}\left(1-L_{r}\right)  \tag{3.10}\\
\text { subject to } & V x \leq C  \tag{3.11}\\
\text { and } & A v \leq \mu  \tag{3.12}\\
\text { over } & x \geq 0
\end{align*}
$$

The second constraint (3.12) is the signaling constraint for SVCs. We have conservatively chosen to constrain the offered load (without thinning) to be less than the signaling capacity. If this constraint is violated, then the delays for call setup are becoming unacceptable at the affected switches. We note that, in general, $W(v ; \xi ; x ; C)$ is not concave with respect to the VPC capacities $x$ because of the second term in (3.10).

The revenue sensitivity with respect to the VPC capacity $x_{v}$ can be derived as follows. In the first term of (3.10), only $L_{v}$ depends on $x_{v}$. Since we are allocating end-to-end VPCs, the blocking probability $L_{v}=E\left(\xi_{v}, x_{v}\right)$ where the function $E$ is the Erlang B formula. As before, we extend the Erlang B formula to non-integral values of $x_{v}$ via linear interpolation, and, at integer values of $x_{v}$, we define the derivative of $E\left(\xi_{v}, x_{v}\right)$ with respect to $x_{v}$ to be the left derivative. Therefore, $\frac{\partial}{\partial x_{v}} L_{v}=$ $E\left(\xi_{v},\left\lceil x_{v}\right\rceil\right)-E\left(\xi_{v},\left\lceil x_{v}-1\right\rceil\right)=-\eta_{v}$.

To treat the second term of (3.10), we note that the residual capacities $C^{s}$ together with the demand vector $v$ comprise a loss network in which we can compute
implied costs according to [36]

$$
\begin{equation*}
c_{j}^{s}=\eta_{j}^{s}\left(1-B_{j}^{s}\right)^{-1} \sum_{r \in \mathcal{R}} A_{j r} v_{r}\left(1-L_{r}\right)\left(w_{r}-\sum_{k \in \mathcal{J}} A_{k r} c_{k}^{s}+c_{j}^{s}\right), \quad j \in \mathcal{I}, \tag{3.13}
\end{equation*}
$$

where $\eta_{j}^{s}=E\left(\rho_{j}, C_{j}^{s}-1\right)-E\left(\rho_{j}, C_{j}^{s}\right)$, and $\rho_{j}$ and $B_{j}^{s}$ are the offered load and blocking probability for SVCs at link $j$, respectively. $B_{j}^{s}, \rho_{j}$, and $L_{r}$ are obtained from either the Erlang fixed point approximation or on-line measurement.

In [36], for a revenue function $W^{s}\left(v ; C^{s}\right)=\sum_{r \in \mathcal{R}} w_{r} v_{r}\left(1-L_{r}\right)$, Kelly derived the sensitivity of the rate of revenue with respect to $C_{j}^{s}$ to be $c_{j}^{s}$. Noting that $\frac{\partial}{\partial x_{v}} W^{s}\left(v ; C^{s}\right)=\sum_{j \in \mathcal{I}} \frac{\partial}{\partial x_{v}} C_{j}^{s} \frac{\partial}{\partial C_{j}^{s}} W^{s}\left(v ; C^{s}\right)$ and combining this with our result for the first term, we have

$$
\begin{equation*}
\frac{\partial}{\partial x_{v}} W(v ; \xi ; x ; C)=w_{v} \xi_{v} \eta_{v}-\sum_{j \in \mathcal{I}} V_{j v} c_{j}^{s} \tag{3.14}
\end{equation*}
$$

The first term in (3.14) represents the increase in revenue that would result from additional calls accepted on VPC $v$ after increasing $x_{v}$, while the second term quantifies the loss in revenue that would occur from decreasing the residual capacity along path $v$ available to SVCs.

Our on-line algorithm for adjusting the VPC capacities can be described intuitively as follows. Each switch (port) monitors the processing loads generated by each route. If the aggregate offered load is seen to reach a link's signaling constraint, then a VPC is initiated. To determine which flow of traffic to aggregate, the switches coordinate a calculation of the revenue sensitivities with respect to allocating capacity to the possible VPCs flowing through the overloaded link. ${ }^{6}$ A VPC is configured on the route with the highest revenue sensitivity, i.e., likely to cause the least loss of network revenue. This procedure is carried out slowly and adaptively to meet changing demands. As the call processing loads on the network relax, it becomes advantageous to eliminate VPCs allowing for better usage of network resources. In this case a lower threshold on measured loads would initiate the removal of VPCs. We propose a mechanism incorporating a hysteresis loop with two thresholds in order to avoid making excessive changes due to fluctuations of the network processing loads. In addition, the actual measurements of the processing loads can be damped by exponential weighted averaging.
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Figure 3.2: VP allocation scenario with two VPCs subject to call processing constraints.

A simple illustration of this process is shown in Fig. 3.2 for a link with two possible VPCs. In this particular case, the revenue sensitivity for VPC 1 is higher, so it would be chosen first for capacity allocation as the call processing loads at the link increase.

We now define more formally a decentralized protocol for adaptation. We assume that each node in the network has complete topology and route information and that a decentralized computation of the implied costs for the residual SVC network is carried out at appropriate intervals. Initially, $x=0$, i.e., no capacity is allocated to VPCs. For each link, there is a link controller (or port monitor) which is responsible for checking the signaling constraint. If the constraint is violated for a particular link, then the controller computes the revenue sensitivities for all VPCs which are alternate routes for routes in $\mathcal{R}$ passing through this link. Increase the capacity by a unit amount (subject to the capacity constraint) of the VPC with the highest sensitivity subject to not passing through a bottleneck link $j$ with $\sum_{v \in \mathcal{V}} V_{j v} x_{v}=C_{j}$. After allowing the load vectors $v$ and $\xi$ to readjust, repeat as necessary until the signaling constraint at that link is not violated (assuming this is feasible). Capacity should be removed in unit decrements from a VPC $v$ when $\sum_{r \in \mathcal{R}} A_{j r} \nu_{r}<\mu_{j}-\varepsilon_{j}$ for all $j \in v$ where $\mu_{j}-\varepsilon_{j}$ is a predetermined threshold.

If the VPs are not constrained to be end-to-end, then routes can use a mixture
of VCs and VPs where multiple-link VPs are treated as single logical links. Implied costs can be computed for all "links" whether they be VPs or actual links with a residual capacity $C_{j}^{s}=C_{j}-\sum_{v \in \mathcal{V}} V_{j v} x_{v}$. The revenue sensitivity with respect to the capacity of VP $v$ would be

$$
\begin{equation*}
\frac{\partial}{\partial x_{v}} W(v ; x ; C)=c_{v}-\sum_{j \in \mathcal{I}} V_{j v} c_{j}^{s} \tag{3.15}
\end{equation*}
$$

It is unclear whether the algorithm to adjust the VP capacities would work as well as the end-to-end VPC case in limiting the call processing loads for SVCs. Increasing the capacity of a VP may not increase the capacity available to routes using that VP because of bottlenecks elsewhere. For this reason, it may be wise to restrict the candidate VPs for an increase to those passing directly through the link with the signaling constraint violation. This would increase the probability of a VP capacity increase actually decreasing the SVC setup traffic through that link.

Another alternative is to run a centralized algorithm at periodic intervals. For instance, given future demand estimates and average holding times, the average cps per link can be constrained below a certain value by limiting the capacity available to SVCs. The remaining capacity in the network can be allocated to VPs using the method proposed in Sec. 3.4.1 for a VP-only environment. The algorithm could then be repeated periodically to adapt to changing demands.

### 3.4.3 Additional remarks

A multiservice environment could accommodate traffic from several different bandwidth classes. The implied costs would now be indexed by (logical) link and service type, and with the choice of an appropriate blocking function at each link, the implied cost equations can be derived by extending the approach of Kelly to the multirate case [19,52]. The formulation in [19] is particularly relevant here since they consider a situation similar to that in Sec. 3.4.1. We will have more to say about the multirate case in Chapter 4 when we discuss network aggregation.

Our goal here was to present a framework for adapting VP capacities in a variety of settings. Establishing an optimal VP layout and set of capacities is a hard combinatorial problem, and no comprehensive solution has been presented to date. We have tried to decouple the problem as much as possible from the effects of the routing algorithm, but in fact, there are subtle interactions between the routing and

VP capacity allocation algorithms that affect the ultimate success of the methods proposed here.

### 3.5 VP capacity migration

If we run a centralized algorithm to update the VP capacities, then we are faced with the following problem: given two sets of VP capacities, how do we migrate from one set to another? This may involve changing the capacities of the current VP layout or changing to an entirely different layout. ${ }^{7}$ As discussed previously, such changes may be triggered by a centralized optimization that is run periodically for the purpose of allocating resources more efficiently [50]. They may also be carried out in response to a failure in the network, in which case, enough spare (unallocated) capacity must be available to handle the reconfiguration. Call priority levels might be used to determine which calls are reconnected if there is not enough room to accommodate all calls which were dropped due to the failure. For a nonfailure related reconfiguration, it is reasonable to assume that ongoing calls cannot be preempted. As we will see in the sequel, this assumption admits the possibility of migration taking a significant amount of time.

We can divide the VPs that must change capacities into two groups, $\mathcal{V}_{d}$ and $\mathcal{V}_{i}$, consisting of those that must decrease their capacities and those that must increase their capacities, respectively. For a given VP $v$, let $x_{v}$ denote its current capacity, $x_{v}^{t}$ its target capacity, and $y_{v}$ its current utilization. For each $v \in \mathcal{V}_{d}$, we assume that ongoing calls cannot be preempted and that no new calls are admitted until the decrease in capacity is accomplished. For $v \in \mathcal{V}_{d}$ such that $y_{v}>x_{v}^{t}$, the VP must wait for enough calls to complete to make $y_{v} \leq x_{v}^{t}$ before requesting the decrease in capacity. (It could also make changes incrementally.) VPs in $\mathcal{V}_{i}$ can still admit calls as usual.

In the migration algorithms that we will present, it is assumed that links and VPs have associated "intelligences" that enable communication between the links

[^11]and VPs. In addition, for a centralized optimization, we must have the capability to broadcast the new capacities to existing VPs and arrange for the creation of new VPs.

### 3.5.1 Basic algorithm

A simplistic algorithm for accomplishing the migration is to first broadcast the new capacities to VPs in $\mathcal{V}_{d}$, wait for all of them to decrease, and then broadcast the new capacities to VPs in $\mathcal{V}_{i}$. After presenting pseudocode for this algorithm, we will show by way of example that it can be extremely inefficient.

## Algorithm 3.1.

```
begin
    foreach \(v \in \mathcal{V}_{d}\) do \(x_{v}:=\max \left(y_{v}, x_{v}^{t}\right)\); endfor;
    while \(\left\{v \in \mathcal{V}_{d} \mid x_{v}>x_{v}^{t}\right\} \neq \emptyset\) do
            wait for a call completion;
            \(r:=\) route on which call completed;
            foreach \(v \in r\) such that \(x_{v}>x_{v}^{t}\) do
            \(x_{v}:=x_{v}-1 ;\)
            endfor;
    endwhile;
    foreach \(v \in \mathcal{V}_{i}\) do \(x_{v}:=x_{v}^{t}\); endfor;
    end
```


### 3.5.2 Migration example

Consider a homogeneous situation in which all calls require unit bandwidth and holding times are independent and exponentially distributed with mean $\mu^{-1}$. Suppose $n$ of the VPs in $\mathcal{V}_{d}$ have $y_{v}-x_{v}^{t}=1$ while the remaining VPs in $\mathcal{V}_{d}$ have $y_{v} \leq x_{v}^{t}$. For each VP, the time until one call completes is exponentially distributed with mean $\left(y_{v} \mu\right)^{-1}$. For simplicity, assume $y_{v}=y$ for all VPs with $y_{v}>x_{v}^{t}$. Let $T$ be a random variable denoting the time until all VPs in $\mathcal{V}_{d}$ can decrease capacity to
$x_{v}^{t}$. Then,

$$
\begin{aligned}
\mathbb{E}[T] & =\frac{1}{n y \mu}+\frac{1}{(n-1) y \mu}+\cdots+\frac{1}{y \mu} \\
& =\frac{1}{y \mu}\left(\frac{1}{n}+\frac{1}{n-1}+\cdots+1\right) \\
& \approx \frac{1}{y \mu}(\log n+0.5772) \quad \text { for large } n
\end{aligned}
$$

where 0.5772 is Euler's constant [64]. However, the tail of the distribution of $T$ is given by

$$
\begin{aligned}
\mathbb{P}(T>t) & =1-\mathbb{P}(T \leq t) \\
& =1-\left(1-e^{-y \mu t}\right)^{n} \quad \text { by independence } \\
& \approx n e^{-y \mu t} \quad \text { for large } t
\end{aligned}
$$

Therefore, for large $n$, the mean migration time grows logarithmically in $n$, but the tail probabilities, for a large, fixed time $t$, grow linearly in $n$. For holding time distributions other than exponential, the tail can potentially grow faster or slower. For example, it grows faster for a Pareto distribution. These growth rates and limiting distributions are studied more carefully in [21].

The primary observation here is that in large networks where significant adjustments are being made, we might on occasion have very poor "performance." By that, we mean a significant number of connections which were blocked during migration could have been admitted under a migration process more sophisticated than Algorithm 3.1. The migration process itself is a transient occurrence, yet if the duration is lengthy and/or updates on VP layouts are made quite often, the overall impact on performance may be significant. Roughly speaking, we are likely to have significant blocking during migration when holding times are long, e.g., there are lots of video connections, and/or there are lots of VPs being decreased to a small capacity, i.e., when $n$ is large and $y \mu$ is small. As we will see in the experiments below, the situation can potentially be very bad if we are making dramatic changes in the VP layout.

### 3.5.3 Refinements to the basic algorithm

Improved algorithms require more coordination between VPs and links as they attempt to increase the capacity of VPs in $\mathcal{V}_{i}$ before all VPs in $\mathcal{V}_{d}$ have decreased
to their target levels. The hope is that this will make a difference as the expected time until the first call completes is much less than $\mathbb{E}[T]$. In the example above with the $n$ VPs and $y_{v}-x_{v}^{t}=1$, the average time until the first call completion is $1 / n y \mu$, which is much less than $\mathbb{E}[T]$ for large $n$. The performance metric of interest is how many extra connections are admitted that would have otherwise been blocked. Note that our improved algorithms will have the same migration time as Algorithm 3.1 because (ignoring propagation and processing delays) the length of the migration process is determined solely by the time it takes for enough ongoing calls to complete to bring the utilization levels of all VPs in $\mathcal{V}_{d}$ below their target capacities.

We now briefly outline two enhanced algorithms that can be implemented in a decentralized fashion. In the following, let $x_{v ; j}$ denote the capacity allocated to VP $v$ at link $j$, and let $\mathcal{V}_{i ; j}$ be the set of VPs in $\mathcal{V}_{i}$ that pass through link $j$. Note that that the actual capacity of VP $v$ is $x_{v}=\min _{j \in v} x_{v ; j}$. Suppose that, at link $j$, as VPs in $\mathcal{V}_{d}$ release capacity, available bandwidth units are allocated one at a time to the VP in $\mathcal{V}_{i, j}$ with the maximum remaining increase to its target capacity, i.e., $\max _{v \in \mathcal{V}_{i, j}}\left(x_{v}^{t}-x_{v ; j}\right)$. Ties are broken in an arbitrary fashion. We have omitted the breaking of ties in the following description and have assumed that calls require unit bandwidth.

## Algorithm 3.2.

```
begin
    foreach v\in\mathcal{V}
        xv:= max ( }\mp@subsup{y}{v}{},\mp@subsup{x}{v}{t})
        foreach j\inv do }\mp@subsup{x}{v;j}{}:=\mp@subsup{x}{v}{};\mathrm{ ; endfor;
    endfor;
    foreach j\in\mathcal{I do}
        c:= spare capacity at link j;
        while c>0 do
            z:= arg max 
                if }\mp@subsup{x}{z}{t}>\mp@subsup{x}{z;j}{}\mathrm{ then }\mp@subsup{x}{z;j}{}:=\mp@subsup{x}{z;j}{}+1;\mp@subsup{x}{z}{}:=\mp@subsup{\operatorname{min}}{k\inz}{}\mp@subsup{x}{z;k}{};\mathrm{ ; endif;
                c:=c-1;
            endwhile;
        endfor;
    while}{v\in\mp@subsup{\mathcal{V}}{d}{}|\mp@subsup{x}{v}{}>\mp@subsup{x}{v}{t}}\not=\emptyset\mathrm{ do
```

```
    wait for a call completion;
    \(r:=\) route on which call completed;
    foreach \(v \in r\) such that \(x_{v}>x_{v}^{t}\) do
    \(x_{v}:=x_{v}-1 ;\)
    foreach \(j \in v\) do
        \(x_{v ; j}:=x_{v} ;\)
        \(z:=\arg \max _{w \in \mathcal{V}_{i, j}}\left(x_{w}^{t}-x_{w ; j}\right)\);
        if \(x_{z}^{t}>x_{z ; j}\) then \(x_{z ; j}:=x_{z ; j}+1 ; x_{z}:=\min _{k \in z} x_{z ; k}\); endif;
        endfor;
        endfor;
    endwhile;
    foreach \(v \in \mathcal{V}_{i}\) do \(x_{v}:=x_{v}^{t}\); endfor;
end
```

We can define a more refined algorithm that uses an extra piece of information, the current utilization levels, to try to anticipate which VPs in $V_{i}$ are likely to block soon. In this algorithm, when allocating a unit of bandwidth at link $j$, we choose the VP in $\mathcal{V}_{i ; j}$ with the minimum available capacity, i.e., $\min _{v \in \mathcal{V}_{i, j}}\left(x_{v ; j}-\right.$ $y_{v}$ ), given that $x_{v}^{t}-x_{v ; j}>0$. Ties are broken by choosing the VP with the maximum remaining increase as in Algorithm 3.2, with further ties broken arbitrarily. The assumption that links know the utilization levels of VPs is a bad one because it breaks the interface abstraction between VPs and links. Nonetheless, it is instructive to see how well this algorithm performs compared to Algorithm 3.2. Once again, we have omitted the breaking of ties in the following description, and instead of repeating most of Algorithm 3.2, we only specify what is different.

Algorithm 3.3. Substitute the following for lines 9-10 and for lines 21-22 in Algorithm 3.2.
$1 z:=\arg \min _{\left\{w \in \mathcal{V}_{i, j} \mid x_{w}^{t}>x_{w ; j}\right\}}\left(x_{w ; j}-y_{w}\right) ;$
2 if $z$ is valid then $x_{z ; j}:=x_{z ; j}+1 ; x_{z}:=\min _{k \in z} x_{z ; k}$; endif;
Various other algorithms can be defined based on whether or not link $j$ is a bottleneck for a particular VP, i.e., whether or not $x_{v}=x_{v ;} j$. The idea would be to only allocate capacity to VPs for which link $j$ is a bottleneck. In our experiments, these algorithms did not perform significantly better than Algorithms 3.2 and 3.3, so we have not included their descriptions here.


Figure 3.3: An illustration of a single link divided into VPs migrating from capacity 10 to 5 and 5 to 10 . Arrivals are Poisson with rates 4 and 3, respectively.

### 3.5.4 Simulation results

To evaluate the algorithms, we conducted several simulations. We began with a situation resembling the example above. Suppose we have a single link of capacity 1500 supporting a total of 200 VPs, where 100 VPs have capacity 10 and the remaining 100 have capacity 5. The VPs establish a logical (or overlay) network upon which routes are defined using the VPs as logical links. For this single physical link, suppose there are 200 routes, one per VP, with Poisson call arrivals at rate 4 for the VPs with capacity 10 and at rate 3 for the VPs with capacity 5. As before, all calls require unit bandwidth and holding times are independent and exponentially distributed with mean $\mu^{-1}=1$. During migration, the VPs simply swap capacities, i.e., all VPs with capacity 10 move to 5 and vice versa. This situation is illustrated in Fig. 3.3.

The results quoted below are $95 \%$ confidence intervals based on independent replications. Sufficient warmup time was allowed for each replication and common random numbers were used when comparing the various algorithms. For this experiment, which we refer to as Link-Incr, the average migration time was $0.90 \pm 0.05$ time units, and the total number of offered calls during migration was $631 \pm 34$ on average. For Algorithm 3.1, an average of $132 \pm 8$ calls were blocked


Figure 3.4: Hypothetical core network. The double lines indicate 90 Mbps links. All other links are 45 Mbps .
during migration. For both Algorithms 3.2 and 3.3, $103 \pm 7$ calls were blocked during migration.

Now consider a similar setup based on changing VP layouts in which the link capacity is 500,100 of the VPs are decreased from 5 to 0 , and the other 100 VPs are increased from 0 to 5 . One hundred routes with an offered load of 2.5 each are defined for the VPs currently at capacity 5 , and they are immediately shifted to the other 100 VPs when migration commences. For this experiment, which we refer to as Link-Layout, the average migration time jumped to $6.10 \pm 0.14$ time units. The average number of offered calls during migration was $1628 \pm 38$, all of which were blocked when using Algorithm 3.1. The number of extra connections admitted was quite large in this example with $198 \pm 4$ calls being blocked for Algorithm 3.2 and $181 \pm 4$ calls being blocked for Algorithm 3.3.

We experimented with several larger, multi-link networks, one example of which is shown in Fig. 3.4. This represents a hypothetical core network and is borrowed from [52]. For each pair of endpoints, we defined an end-to-end VP along the shortest path. We also defined a single-link VP for each physical link. We specified three routes for each pair of endpoints: the end-to-end VP and two alternate routes using the single-link VPs. The arrival rates for the routes were inversely proportional to the number of links traversed with shorter routes receiving
greater offered loads. In all, there were 38 VPs and 84 routes. Using this setup, we performed two experiments: the Mesh-Incr experiment which corresponds to a plausible incremental change in VP capacities, and the Mesh-Layout experiment which, in addition to the Mesh-Incr changes, simulates the replacement of the 45 Mbps link between Princeton and College Park with a separate 90 Mbps link. The results of the link and mesh experiments are summarized in Table 3.3.

The performance difference between Algorithm 3.1 and Algorithms 3.2 and 3.3 is especially dramatic when changing layouts. In a sense, the Link-Layout experiment simulates a worst-case scenario since all existing VPs are replaced during migration. The migration time for the Mesh-Incr experiment is so short that hardly any calls are blocked. If the link capacities and number of VPs were increased by an order of magnitude, the number of blocked calls would become significant similar to the Link-Incr experiment. In all cases, Algorithm 3.3 is not significantly better than Algorithm 3.2. We note that, in general, more performance can be gained by our improved algorithms when VPs do not traverse many physical links because to increase its capacity, a VP has to wait for each link in its path to allocate additional capacity to it.

We also performed experiments with holding time distributions having more variance and larger tails than the exponential such as two-stage hyperexponential [49] and Pareto distributions [33]. As expected, migration times can potentially be much longer, especially when changing VP layouts, making the case for implementing improved algorithms even stronger. For example, we repeated the LinkIncr and Link-Layout experiments with a mean holding time of 3 for three different distributions: a standard exponential, a two-stage hyperexponential with a standard deviation that was twice the mean, and a Pareto distribution. (We chose a mean of 3 because the Pareto distribution cannot have a mean of 1.) The offered loads were divided by 3 to keep the blocking probabilities roughly the same as before. The results are summarized in Table 3.4.

It is interesting to note that both the fastest migration in the Link-Incr experiment and the slowest migration (by far) in the Link-Layout experiment occurs for the Pareto distribution. This makes sense because the Pareto distribution typically has a greater number of both short calls and very long calls when compared to the other distributions.

We conclude that for small incremental changes, VP capacity migration is not much of a problem, but when dramatically changing VP layouts, it would be

|  | Migration Time | Offered Calls | Blocked Calls |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Algorithm 3.1 | Algorithm 3.2 | Algorithm 3.3 |  |
| Link-Incr | $0.90 \pm 0.05$ | $631 \pm 34$ | $132 \pm 8$ | $103 \pm 7$ | $103 \pm 7$ |  |
| Link-Layout | $6.10 \pm 0.14$ | $1628 \pm 38$ | $1628 \pm 38$ | $198 \pm 4$ | $181 \pm 4$ |  |
|  |  |  |  |  |  |  |
| Mesh-Incr | $0.13 \pm 0.02$ | $23 \pm 4$ | $4.1 \pm 0.7$ | $2.6 \pm 0.5$ | $2.6 \pm 0.5$ |  |
| Mesh-Layout | $3.85 \pm 0.29$ | $723 \pm 54$ | $211 \pm 14$ | $68 \pm 5$ | $67 \pm 4$ |  |

Table 3.3: Simulation results for single link and mesh topologies with both incremental and layout changes during migration. Holding times are independent and exponentially distributed with mean 1.

|  | Migration Time | Offered Calls | Blocked Calls |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Algorithm 3.1 | Algorithm 3.2 | Algorithm 3.3 |  |  |
| Link-Incr |  |  |  |  |  |  |
| Exponential | $2.67 \pm 0.17$ | $619 \pm 44$ | $132 \pm 8$ | $103 \pm 6$ | $103 \pm 6$ |  |
| Hyperexp | $4.62 \pm 0.69$ | $1080 \pm 159$ | $219 \pm 29$ | $168 \pm 22$ | $168 \pm 22$ |  |
| Pareto | $2.03 \pm 0.14$ | $474 \pm 29$ | $81 \pm 5$ | $64 \pm 4$ | $64 \pm 4$ |  |
| Link-Layout |  |  |  |  |  |  |
| Exponential | $18.01 \pm 0.79$ | $1604 \pm 66$ | $1604 \pm 66$ | $196 \pm 5$ | $179 \pm 5$ |  |
| Hyperexp | $70.18 \pm 2.25$ | $5954 \pm 186$ | $5954 \pm 186$ | $488 \pm 11$ | $448 \pm 12$ |  |
| Pareto | $670.48 \pm 124.94$ | $55976 \pm 10420$ | $55976 \pm 10420$ | $3707 \pm 730$ | $3682 \pm 730$ |  |

Table 3.4: Simulation results for our single link experiments with different holding time distributions. Holding times are i.i.d. with mean 3.
wise to implement a simple algorithm such as Algorithm 3.2. Algorithm 3.3 and other "smarter" decentralized algorithms do not exhibit enough performance gains over Algorithm 3.2 to warrant their additional complexity.

### 3.6 Chapter summary

Whereas Chapter 2 was concerned with flow aggregation in a static environment, the theme of this chapter has been adaptive resource allocation for aggregated flows in the face of time-varying demands and finite signaling resources. We argued that signaling resources may not be sufficient for future demands on ATM networks, and we presented a framework based on implied costs for adapting VP capacities to handle the increased processing and complexity costs.

In some cases it is desirable to modify the manner in which flows are aggregated (the VP layout). In this context we investigated algorithms to migrate from one layout to another, and we found that for incremental changes, the potential for performance losses during migration in terms of call blocking is minimal. However, when dramatic changes in the VP layout are warranted, it is desirable to enhance performance by implementing Algorithm 3.2, a simple decentralized algorithm that we have proposed.

## Chapter 4

# Network Aggregation: Hierarchical Source Routing Using Implied Costs 

### 4.1 Introduction

In order to provide guaranteed QoS, communication systems are increasingly drawing on "connection-oriented" techniques. ATM networks are connection-oriented by design, allowing one to properly provision for QoS. Similarly, QoS extensions to the Internet, such as RSVP [11, 31, 77], make such networks akin to connectionoriented technologies. Indeed, the underlying idea is to reserve resources for packet flows, but to do it in a flexible manner using "soft state" which allows flows to be rerouted (or "connections" repacked [38]). Similar comments apply to an IP over ATM switching environment, where IP flows are mapped to ATM virtual circuits. In light of the above trends and the push toward global communication, our focus in this work is on how to make routing effective and manageable in a large-scale, connection-oriented network by using network aggregation. We shall first introduce hierarchical source routing, explain the basics of our routing algorithm, and give an example of the complexity reduction that it can achieve.

### 4.1.1 Hierarchical source routing: motivation and example

In a large-scale network, there are typically multiple paths connecting a given source/destination pair, and it is the job of the routing algorithm to split the demand among the available paths. The routing algorithm which we introduce in this
chapter fits nicely into the ATM Private Network-Network Interface (PNNI) framework [71], but it can also be thought of as a candidate for replacing the Border Gateway Protocol (BGP) [31] in the Internet that would split flows in "IP/RSVP" routing. Central to our algorithm is the implied cost [36] for a connection along a given path which measures the opportunity cost or expected loss of revenue resulting from accepting a connection. Using implied costs takes into account the possibility of "knock-on" effects (due to blocking and subsequent alternate routing) [36] and is geared towards achieving a network optimal routing algorithm.

To make good decisions and provide acceptable QoS, it is desirable to have a global view of the network at the source when making routing decisions for new connections. Thus, source routing, where the source specifies the entire path for the connection, is an attractive routing method. It has the additional advantage that, in contrast to hop-by-hop routing, there is no need to run a standardized routing algorithm to avoid loops and policy issues such as provider selection are easily accommodated. Propagating information for each link throughout the network quickly becomes unmanageable as the size of the network increases, so a hierarchical structure is needed, such as that proposed in the ATM PNNI specification [71]. Groups of switches are organized into peer groups (also referred to as clouds), and peer group leaders are chosen to coordinate the representation of each group's state. These collections of switches then form peer groups at the next level of the hierarchy and so on. Nodes keep detailed information for elements within their peer group. For other peer groups, they only have an approximate view for the current state, and this view can become coarser as the "distance" to remote areas of the network increases. We refer to the formation of peer groups as network aggregation. Besides reducing the amount of exchanged information, a hierarchical structure also makes addressing feasible in a large-scale network, as demonstrated by the network addressing of IP, and it permits the use of different routing schemes at different levels of the hierarchy. Prior work in the area of routing in networks with aggregated, and thus inaccurate information, can be found in [29, 48].

By combining a hierarchical network with (loose ${ }^{1}$ ) source routing, we have a form of routing referred to as hierarchical source routing. As an illustration, Fig. 4.1 shows a fragment of a larger network (Network 0) in which Peer Group
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Figure 4.1: Illustration of hierarchical addressing and source routing.

2 contains Nodes 1,2 , and $3 .{ }^{2}$ These nodes contain 3, 5, and 4 switches, respectively. To specify, for example, the source at Switch 2 of Node 1 of Peer Group 2 in Network 0, we use the 4 -tuple 0.2.1.2. The example in Fig. 4.1 shows a source at 0.2 .1 .2 and destination at 0.2 .3 . . The source 0.2 .1 .2 has specific information about its peer switches 0.2 .1 .1 and 0.2 .1 .3 , but only aggregated information about nodes 0.2 .2 and 0.2 . . The result of performing source routing is a tentative hierarchical path to reach the destination, e.g., $0.2 .1 .2 \rightarrow 0.2 .1 .1 \rightarrow 0.2 .2 \rightarrow 0.2 .3$ which specifies the exact path locally $(0.2 .1 .2 \rightarrow 0.2 .1 .1)$ then the sequence of remote nodes to reach the destination $(\rightarrow 0.2 .2 \rightarrow 0.2 .3)$. Upon initiating the connection request, the specified path is fleshed out, and, if successful, a (virtual circuit) connection satisfying prespecified end-to-end QoS requirements is set up. In this case, the border switches 0.2.2.4 and 0.2.3.2 in Nodes 2 and 3, respectively, are responsible for determining the detailed path to follow within their respective group. Furthermore, each switch will have a local Connection Admission Control (CAC) algorithm which it uses to determine whether new connection requests can in fact be

[^13]admitted without degraded performance. If the attempt fails, crankback occurs, and new attempts are made at routing the request. (Our model will ignore crankback.)

### 4.1.2 Explicit vs. implicit representations of available capacity

To do routing in this hierarchical framework, we must decide how to represent the "available" capacity of a peer group, either explicitly or implicitly. The explicit representation takes the physical topology and state of a peer group and represents it with a logical topology plus a metric denoting available capacity that is associated with each logical link. There may also be other metrics such as the average delay associated with logical links.

Typically, the first step in forming the explicit representation is to find the maximum available bandwidth path between each pair of border nodes, i.e., nodes directly connected to a link that goes outside the peer group. If we then create a logical link between each pair of border nodes and assign it this bandwidth parameter, we have taken the full-mesh approach [45]. If we collapse the entire peer group into a single point and advertise only one parameter value (usually the "worst case" parameter), we have taken the symmetric-point approach [45]. Most proposed solutions lie somewhere between these two extremes.

In the ATM PNNI specification [71], the baseline representation is a star in which each spoke has the same parameter value associated with it. More complex representations are permitted in which exceptions have a different associated parameter value than the default. These exceptions can be a spoke of the star or an additional logical link that connects a pair of border nodes.

Another alternative is to start with the full-mesh approach and encode the mesh in a maximum weight spanning tree [45]. External nodes can recover the fullmesh representation from the spanning tree if they desire. Whereas the symmetric star topology approximates the "capacity region" of the peer group by a hyper-cube region, the spanning tree approximates it with a hyper-rectangle. A simple example will help clarify the meaning of the term "capacity region." Suppose we have the three-link peer group shown in Fig. 4.2 with available link capacities $C_{1}, C_{2}$, and $C_{3}$ and routes $r_{1}$ and $r_{2}$. Let $f_{1}\left(f_{2}\right)$ be the current amount of capacity in use by connections on routes $r_{1}\left(r_{2}\right)$. Then we have three link constraints: $f_{1} \leq C_{1}, f_{2} \leq C_{2}$, and $f_{1}+f_{2} \leq C_{3}$, plus the requirement that $f_{1} \geq 0$ and $f_{2} \geq 0$. These constraints define the capacity region as shown in Fig. 4.3. The symmetric star topology approximates


Figure 4.2: Peer group with three links and two routes.
the capacity region with a square defined by $f_{1} \leq \min \left[C_{1}, C_{2}\right], f_{2} \leq \min \left[C_{1}, C_{2}\right]$, $f_{1} \geq 0$, and $f_{2} \geq 0$. The spanning tree approximates it with a rectangle given by $f_{1} \leq C_{1}, f_{2} \leq C_{2}, f_{1} \geq 0$, and $f_{2} \geq 0$. It should be clear from Fig. 4.4 that neither of these approaches captures the sharing of capacity by routes $r_{1}$ and $r_{2}$ on link 3, leading to a somewhat optimistic advertised capacity.

A third approach is to approximate the capacity region with a hyperplane [76]. For the example shown in Fig. 4.3, one possible choice would be the triangle given by $f_{1}+f_{2} \leq C_{3}, f_{1} \geq 0$, and $f_{2} \geq 0$ (see Fig. 4.4). When coupled with prediction of offered loads, the hyperplane approach has the potential to provide a more accurate picture of the available capacity than the star or the spanning tree.

None of the explicit representations, however, are without problems. For example, as mentioned earlier, the maximum available bandwidth paths between different pairs of border nodes may overlap, causing the advertised capacity to be too optimistic. Another questionable area is scalability to larger networks with more levels of hierarchy.

### 4.1.3 QoS routing based on implied costs

A more important problem is how the representation couples with routing. Can we really devise an accurate representation that is independent of the choice of routing


Figure 4.3: The capacity region based on the link constraints imposed on the flows along the two routes.
algorithm? None of the explicit representations address the effect that accepting a call would have on the congestion level both within the peer group and in other parts of the network due to interdependencies among traffic streams. For this reason, we introduce an implicit representation based on the average implied cost to go through or into a peer group that directly addresses this issue and is an integral part of the adaptive hierarchical source routing algorithm that we propose.

Such implied costs reflect the congestion in peer groups as well as the interdependencies among traffic streams in the network, and, independent of their use in a routing algorithm, they may be useful to network operators for the purpose of assessing current congestion levels. A rough motivation behind using the average is that, in a large network with diverse routing, a connection coming into a peer group can be thought of as taking a random path through that group, and hence the expected cost that a call would incur would simply be the average over all transit routes through that group. We will develop two closely related approximations: one in which the computed average implied costs are never used for the local portion of a route, and a more aggressive approximation in which the average implied cost is used locally as well as remotely for transit routes traversing more than one peer group. This second approximation will enable us to guarantee convergence of the implied cost computation under any traffic conditions, not just under light loads. With this approach, a route transiting through a peer group can be thought of as consuming an amount of bandwidth on each link in that peer group that is propor-

(a) Symmetric star capacity region

(b) Spanning tree capacity region

(c) Hyperplane capacity region

Figure 4.4: Various approximations to the capacity region in Fig. 4.3.
tional to the fraction of actual transit traffic in that peer group which passes through that link.

In order for our scheme to succeed, we need a hierarchical computation of the implied costs and a complementary routing algorithm to select among various hierarchical paths. The path selection will be done through adaptive (sometimes called quasi-static) routing, i.e., slowly varying how demand is split between transit routes that traverse more than one peer group, with the goal of maximizing the rate of revenue generated by the network. After eliminating routes which do not satisfy the QoS constraints, e.g., end-to-end delay, ${ }^{3}$ the demand for transit routes connecting a given source/destination pair can be split based on the revenue sensitivities which are calculated using the implied costs. Within peer groups, we feel that dynamic routing should be used because of the availability of accurate local routing information.

By using an adaptive algorithm based on implied costs, we take the point of view that first it is of essence to design an algorithm that does the right thing on the "average," or say in terms of orienting the high-level flows in the system toward a desirable steady state. In order to make the routing scheme robust to fluctuations, appropriate actions would need to be taken upon blocking/crankback to ensure good, equitable performance in scenarios with temporary heavy loads.

### 4.1.4 Using hierarchy to reduce complexity

We now give an example of the complexity reduction achievable with our algorithm. Consider a network consisting solely of Peer Group 2 in Fig. 4.1. As will be explained in Sec. 4.4, the implied costs are computed via a distributed, iterative computation. At each iteration, the links must exchange their current values. Making the assumption that Nodes 1,2 , and 3 are connected locally using a broadcast medium, this would require 81 messages per iteration if we did not employ averaging. With our algorithm for computing the implied costs, only 41 messages per iteration would be needed, a savings of $49 \%$. The memory savings would be commensurate with these numbers, and the computational complexity of the two algorithms is roughly the same. This reduction is significant because information update in an algorithm such as PNNI is a real problem, as it can easily overload the

[^14]network elements [62].

### 4.1.5 Chapter roadmap

The rest of this chapter is organized as follows. Sec. 4.2 summarizes the prior work directly relevant to the material in this chapter. Sec. 4.3 explains our model and notation. The theoretical basis of our adaptive routing scheme and its relation to Kelly's work is given in Sec. 4.4. An alternative approximation of the implied costs that works under any traffic conditions is developed in Sec. 4.5. Sec. 4.6 presents some computational results which attempt to quantify routing "errors" due to inaccuracies caused by aggregation. In Sec. 4.7, we discuss on-line measurements of some necessary parameters, and Sec. 4.8 briefly outlines extensions to a multiservice environment. Finally, Sec. 4.9 concludes with a chapter summary.

### 4.2 Related work

Hierarchical routing has been widely studied and used in both telephone and data networks [14, 26, 34, 43, 68]. Generally, only simple routing metrics such as hop count have been used to select appropriate paths. With the current trend toward integrated broadband networks, interest in QoS-sensitive routing algorithms has been increasing [47, 59, 74]. In addition, the desire for large-scale networking has made a combination of the above, hierarchical QoS-sensitive routing algorithms, an important area of study [29, 48, 56, 71]. For the specific case of routing in ATM networks, which supports QoS and makes use of hierarchy and is consequently quite complex, a good overview can be found in [2]. As an aside, we note that QoS routing problems such as the constrained shortest path problem are typically NP-complete [22, 74].

As part of the research on hierarchical QoS-sensitive routing, the explicit representation of available subnetwork capacity has been studied in detail [45, 46, 71, 76]. However, our implicit representation based on implied costs is new. Here we have extended the work of Kelly and others on the computation of implied costs and their use in adaptive routing schemes in single-service and multiservice flat networks [19, 36, 52]. Our proposed routing algorithm lies in the class of network optimal algorithms as it attempts to maximize the rate of revenue for the network instead of greedily trying to individually maximize each user's benefit. Network
versus user optimization and the possible effects on stability in QoS-sensitive routing is an issue worthy of further study. An earlier version of the material in this chapter can be found in [53].

### 4.3 Model and notation

Our model is that of a loss network serving a single type of traffic, ${ }^{4}$ i.e., all calls require unit bandwidth, call holding times are independent (of all earlier arrival times and holding times) and identically distributed with unit mean, and blocked calls are lost. The unit bandwidth requirement per call can be considered to be an effective bandwidth $[16,40]$ which captures the traffic behavior. The capacity of each link $j \in \mathcal{I}$ is $C_{j}$ units, and there are a total of $J$ links in the network. Each link $j$ is an element of a single node $n(j) \in \mathcal{N}$, where an aggregated node $n$ is defined as a collection of links that form a peer group or that connect two peer groups. ${ }^{5}$ We define $E_{j n}$ to be an indicator function for the event that link $j$ is an element of node $n$, and $P_{j k}$ is an indicator function for the event that link $j$ is a peer of link $k$ (i.e., in the same node). A route is considered to be a collection of links in $\mathcal{I}$; route $r \in \mathcal{R}$ uses $A_{j r}$ circuits on link $j \in \mathcal{I}$, where $A_{j r} \in\{0,1\} .{ }^{6}$ A transit route is defined as a route that contains links in more than one node, and $T_{n r}$ is an indicator function for the event that transit route $r$ passes through node $n$. A call requesting route $r$ is accepted if there are at least $A_{j r}$ circuits available on every link $j$. If accepted, the call simultaneously holds $A_{j r}$ circuits from link $j$ for the holding time of the call. Otherwise, the call is blocked and lost. Calls requesting route $r$ arrive as an independent Poisson process of rate $v_{r}$. For convenience, definitions of the symbols we will be using are collected in Table 4.1. Where appropriate, all values referred to in this chapter are steady-state quantities.

For simplicity, we only consider a network with one level of aggregation like that shown in Fig. 4.5. This network has three peer groups, consisting of 3, 5, and 4 switches, respectively. The logical view of the network from a given peer group's perspective consists of complete information for all links within the peer group but only aggregated information for links between peer groups and in other peer groups.

[^15]| Symbol | Description |
| :---: | :---: |
| $J$ ( J) | Number (set) of links in the network. |
| $C_{j}$ | Capacity of link $j$ in circuits. |
| $R(\mathcal{R})$ | Number (set) of routes defined in the network. |
| $N(\mathcal{N})$ | Number (set) of nodes where a node is defined as a collection of links that form a peer group or that connect two peer groups. |
| $n(j)$ | Link $j$ is an element of node $n(j)$. |
| $A_{j r}$ | Number of circuits (or units of capacity) used by route $r$ on link $j$. |
| $E_{j n}$ | Indicator function for the event that link $j$ is an element of node $n$. |
| $T_{n r}$ | Indicator function for the event that transit route $r$ passes through node $n$. |
| $P_{j k}$ | Indicator function for the event that link $j$ is a peer of link $k$ (i.e., in the same node). |
| $\mathrm{v}_{r}$ | Rate of independent Poisson arrival process for route $r$. |
| $L_{r}$ | Blocking probability for route $r$. |
| $\lambda_{r}$ | Throughput achieved on route $r$. |
| $B_{j}$ | Blocking probability at link $j$. |
| $\rho_{j}$ | Reduced load at link $j$ from thinned Poisson streams which pass through $j$. |
| $\theta_{j}$ | Throughput achieved through link $j$. |
| $\eta_{j}$ | The expected increase in blocking probability at link $j$ from removing a single circuit. |
| $\delta_{j}$ | The expected number of calls blocked at link $j$ as a result of removing a single circuit for unit time. |
| $w_{r}$ | Revenue generated by accepting a connection on route $r$. |
| $W(\mathrm{v} ; ~ C)$ | Rate of revenue for the network. |
| $c_{j}$ | Implied cost to later calls which are blocked due to accepting a connection through link $j$. |
| $c_{r}^{n}$ | Sum of implied costs for links in route $r$ that lie in node $n$. |
| $\bar{c}_{n}$ | Average implied cost of transiting through node $n$. |
| $s_{r}$ | Surplus value (revenue minus costs) of an additional connection on route $r$. |
| $s_{r, j}$ | Surplus value of an additional connection on route $r$ from the perspective of link $j \in r$ (in the hierarchical framework). |
| $\mathcal{H}_{n}$ | Set of hierarchical paths from the point of view of node $n$. |
| $H_{j h}$ | Number of circuits used explicitly by hierarchical path $h$ on link $j$. |
| $L_{h}$ | Blocking probability for hierarchical path $h$. |
| $\lambda_{h}$ | Throughput achieved on hierarchical path $h$. |
| $s_{h ; j}$ | Surplus value of an additional connection on hierarchical path $h$ of which $j$ is an explicit member. |

Table 4.1: Definition of symbols for single-service model.


Peer Group $2 \quad$ Peer Group 3
Figure 4.5: Example network with a single level of aggregation.


Figure 4.6: Logical view of the network from the perspective of peer group 1. The set of links connecting two peer groups is also considered to be an aggregated node in our model.

The other peer groups conceptually have logical links which connect each pair of border switches and connect each border switch to each internal destination. These logical links have an associated implied cost, i.e., marginal cost of using this logical resource, which is approximated from the real link implied costs. Currently, we calculate an average implied cost for any transit route that passes through or into a node, i.e., all of the logical links in a node have the same implied cost, and this value is then advertised to other peer groups. Fig. 4.6 shows the logical view of the example network from the perspective of peer group 1.

### 4.4 Approximations to revenue sensitivity

To calculate the revenue sensitivities, we must first find the blocking probability for each route, an important performance measure in its own right. Steady-state blocking probabilities can be obtained through the invariant distribution of the number of calls in progress on each route. However, the normalization constant for this distribution can be difficult to compute, especially for large networks. Therefore, the blocking probabilities are usually estimated using the Erlang fixed point approximation [26, 38]. For ease of reference, we repeat the presentation of the Erlang fixed point approximation already given in Sec. 3.4.1.

Let $B=\left(B_{j}, j \in \mathcal{I}\right)$ be the solution to the equations

$$
\begin{equation*}
B_{j}=E\left(\rho_{j}, C_{j}\right), \quad j \in \mathcal{I}, \tag{4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho_{j}=\sum_{r \in \mathcal{R}} A_{j r} v_{r} \prod_{k \in r-\{j\}}\left(1-B_{k}\right) \tag{4.2}
\end{equation*}
$$

and the function $E$ is the Erlang B formula [8]

$$
\begin{equation*}
E\left(\rho_{j}, C_{j}\right)=\frac{\rho_{j}^{C_{j}}}{C_{j}!}\left[\sum_{n=0}^{C_{j}} \frac{\rho_{j}^{n}}{n!}\right]^{-1} . \tag{4.3}
\end{equation*}
$$

The vector $B$ is called the Erlang fixed point; its existence follows from the Brouwer fixed point theorem and uniqueness was proved in [35]. Using $B$, an approximation for the blocking probability on route $r$ is

$$
\begin{equation*}
L_{r} \approx 1-\prod_{k \in r}\left(1-B_{k}\right) \tag{4.4}
\end{equation*}
$$

The idea behind the approximation is as follows. Each Poisson stream of rate $\mathrm{v}_{r}$ that passes through link $j$ is thinned by a factor $1-B_{k}$ at each link $k \in r-\{j\}$ before being offered to $j$. Assuming these thinnings are independent both from link to link and over all routes, then the traffic offered to link $j$ is Poisson with rate $\rho_{j}$ as given in (4.2), the blocking probability at link $j$ is $B_{j}$ as given in (4.1), and the loss probability on route $r$ is exactly $L_{r}$ as given in (4.4).

Alternatively, instead of using the Erlang fixed point to approximate the blocking probabilities, it may be more accurate and efficient to measure the relevant quantities. Specifically, $L_{r}, \lambda_{r}$ (the throughput achieved on route $r$ ), and $\theta_{j}=\sum_{r \in \mathcal{R}} A_{j r} \lambda_{r}$ (the total throughput through link $j$ ) can be obtained based on moving-average estimates. This will in turn allow us to compute the associated implied costs and hence the approximate revenue sensitivities. We will discuss the subject of on-line measurements more fully in Sec. 4.7.

Assuming that a call accepted on route $r$ generates an expected revenue $w_{r}$, the rate of revenue for the network is

$$
\begin{equation*}
W(\mathrm{v} ; C)=\sum_{r \in \mathcal{R}} w_{r} \lambda_{r} . \tag{4.5}
\end{equation*}
$$

Starting from the Erlang fixed point approximation and by extending the definition of the Erlang B formula (4.3) to non-integral values of $C_{j}$ via linear interpolation, ${ }^{7}$ the sensitivity of the rate of revenue with respect to the offered loads has been derived by Kelly [36] and is given by

$$
\begin{equation*}
\frac{\partial}{\partial \mathrm{v}_{r}} W(\mathrm{v} ; C)=\left(1-L_{r}\right) s_{r} \tag{4.6}
\end{equation*}
$$

where

$$
\begin{equation*}
s_{r}=w_{r}-\sum_{k \in \mathcal{I}} A_{k r} c_{k} \tag{4.7}
\end{equation*}
$$

is the surplus value of an additional connection on route $r$, and the link implied costs are the (unique) solution to the equations

$$
\begin{equation*}
c_{j}=\eta_{j}\left(1-B_{j}\right)^{-1} \sum_{r \in \mathcal{R}} A_{j r} \lambda_{r}\left(s_{r}+c_{j}\right), \quad j \in \mathcal{I}, \tag{4.8}
\end{equation*}
$$

[^16]where $\eta_{j}=E\left(\rho_{j}, C_{j}-1\right)-E\left(\rho_{j}, C_{j}\right) . B_{j}, \rho_{j}$, and $L_{r}$ are obtained from the Erlang fixed point approximation, and $\lambda_{r}=\nu_{r}\left(1-L_{r}\right)$.
Remark. In a flat network, the offered load for a given source/destination pair should be split among the available routes based on the revenue sensitivities in (4.6). An additional call offered to route $r$ will be accepted with probability $1-L_{r}$. If accepted, it will generate revenue $w_{r}$, but at a cost of $c_{j}$ for each $j \in r$. The implied costs $c$ quantify the potential knock-on effects or expected loss in revenue due to accepting a call. The goal of the routing algorithm is to maximize the rate of network revenue $W(\mathrm{v} ; C)$ by adaptively adjusting the splitting for each source/destination pair over time in response to changing traffic conditions. The splitting for a source/destination pair should favor routes for which $\left(1-L_{r}\right) s_{r}$ has a positive value since increasing the offered traffic on these routes will increase the rate of revenue. Routes for which $\left(1-L_{r}\right) s_{r}$ is negative should be avoided, with all adjustments of the splitting made gradually to guard against sudden congestion. We note that, in general, $W(v ; C)$ is not concave, so there may exist nonoptimal local maxima. However, Kelly has shown that it is asymptotically linear as $v$ and $C$ are increased in proportion [36]. Furthermore, even though the routing algorithm could potentially reach a nonoptimal local maximum of the revenue function, the stochastic fluctuations in the offered traffic may allow it to escape that particular region.

To perform aggregation by peer group, we first define the quantity ${ }^{-} c_{i}$ as the weighted average of the implied costs associated with pieces of transit routes that pass through or enter node $n$ (or, equivalently, over the links in $n$ visited by such routes) where, in the following, $c_{r}^{n}=\sum_{j \in \mathcal{J}} A_{j r} E_{j n} c_{j}$ :

$$
\begin{align*}
\mathcal{G}_{r} & =\frac{\sum_{r \in \mathcal{R}} T_{n r} \lambda_{r} c_{r}^{n}}{\sum_{r \in \mathcal{R}} T_{n r} \lambda_{r}} \\
& =\frac{\sum_{j \in \mathcal{J}} E_{j n}\left(\sum_{r \in \mathcal{R}} T_{n r} A_{j r} \lambda_{r}\right) c_{j}}{\sum_{r \in \mathcal{R}} T_{n r} \lambda_{r}} . \tag{4.9}
\end{align*}
$$

This averaging is illustrated in Fig. 4.7. We redefine the surplus value for a route as a function of the local link implied costs and the remote nodal implied costs, from the perspective of link $j \in r$ (see Fig. 4.8):

$$
\begin{equation*}
s_{r ; j}=w_{r}-\sum_{k \in \mathcal{J}} A_{k r} P_{k j} c_{k}-\sum_{n \neq n(j)} T_{n r}^{-}{ }^{-} . \tag{4.10}
\end{equation*}
$$



Figure 4.7: Computation of ${ }^{-}{ }_{\xi}$ for an aggregated node $n$ with two transit routes.


Figure 4.8: Implied costs for a route from the perspective of link $j$.

The link implied costs are now calculated as

$$
\begin{equation*}
c_{j}=\eta_{j}\left(1-B_{j}\right)^{-1} \sum_{r \in \mathcal{R}} A_{j r} \lambda_{r}\left(s_{r ; j}+c_{j}\right), \quad j \in \mathcal{I} . \tag{4.11}
\end{equation*}
$$

In the sequel, we will address the following issues: the existence of a unique solution to these equations, convergence to that solution, and the accuracy relative to Kelly's implied costs.

Eq. (4.11) can be solved iteratively in a distributed fashion via successive substitution. If we define a linear mapping $f: \mathbb{R}^{J} \rightarrow \mathbb{R}^{J}$ by $f=\left(f_{1}, f_{2}, \ldots, f_{J}\right)$,

$$
\begin{equation*}
f_{j}(x)=\eta_{j}\left(1-B_{j}\right)^{-1} \sum_{r \in \mathcal{R}} A_{j r} \lambda_{r}\left(w_{r}-\sum_{k \neq j} A_{k r} P_{k j} x_{k}-\sum_{n \neq n(j)} T_{n r}{ }^{-} \not \approx\right), \tag{4.12}
\end{equation*}
$$

then successive substitution corresponds to calculating the sequence $f^{i}(x), i=1,2$, $\ldots$, where $f^{i}(x)$ is the result of iterating the linear mapping $i$ times.

Define a norm on $\mathbb{R}^{J}$ by

$$
\begin{equation*}
\|x\|_{M}=\max _{j, r}\left\{A_{j r}\left(\sum_{k \neq j} A_{k r} P_{k j}\left|x_{k}\right|+\sum_{n \neq n(j)} T_{n r} \overline{\left.x\right|_{n}}\right)\right\} \tag{4.13}
\end{equation*}
$$

where

$$
\overline{|x|_{n}}=\frac{\sum_{j \in \mathcal{g}} E_{j n}\left(\sum_{r \in \mathcal{R}} T_{n r} A_{j r} \lambda_{r}\right)\left|x_{j}\right|}{\sum_{r \in \mathcal{R}} T_{n r} \lambda_{r}} .
$$

For any positive vector $\alpha$, we define the weighted maximum norm on $\mathbb{R}^{J}$ by $\|x\|_{\infty}^{\alpha}=$ $\max _{j}\left|\frac{x_{j}}{\alpha_{j}}\right|$, where we suppress the index $\alpha$ if $\alpha_{j}=1$ for all $j$. Also, let $\delta=$ $\left(\delta_{1}, \delta_{2}, \ldots, \delta_{J}\right)$, where $\delta_{j}=\eta_{j} \rho_{j}$ denotes Erlang's improvement formula.
Theorem 4.1. Suppose that $\|\delta\|_{M}<1$. Then the mapping $f: \mathbb{R}^{J} \rightarrow \mathbb{R}^{J}$ is a contraction mapping under the norm $\|\cdot\|_{M}$, and the sequence $f^{i}(x), i=1,2, \ldots$, converges to $c^{\prime}$, the unique solution of (4.11), for any $x \in \mathbb{R}^{J}$.

Proof: Choose $x, x^{\prime} \in \mathbb{R}^{J}$. Then, $\forall j \in \mathcal{I}$,

$$
\begin{aligned}
f_{j}(x)-f_{j}\left(x^{\prime}\right)=- & \eta_{j}\left(1-B_{j}\right)^{-1} \sum_{r \in \mathcal{R}} A_{j r} \lambda_{r}\left(\sum_{k \neq j} A_{k r} P_{k j}\left(x_{k}-x_{k}^{\prime}\right)\right. \\
& \left.+\sum_{n \neq n(j)} T_{n r}\left({ }^{-x}-{ }^{-x}\right)\right) .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\left|f_{j}(x)-f_{j}\left(x^{\prime}\right)\right| & \leq \eta_{j}\left(1-B_{j}\right)^{-1} \sum_{r \in \mathcal{R}} A_{j r} \lambda_{r}\left(\sum_{k \neq j} A_{k r} P_{k j}\left|x_{k}-x_{k}^{\prime}\right|+\left.\sum_{n \neq n(j)} T_{n r}\right|^{-x}-x_{n}^{-} x \mid\right) \\
& \leq \eta_{j}\left(1-B_{j}\right)^{-1} \sum_{r \in \mathcal{R}} A_{j r} \lambda_{r}\left\|x-x^{\prime}\right\|_{M} \\
& =\eta_{j} \rho_{j}\left\|x-x^{\prime}\right\|_{M}
\end{aligned}
$$

Taking the norm on both sides, we have

$$
\left\|f(x)-f\left(x^{\prime}\right)\right\|_{M} \leq\|\delta\|_{M}\left\|x-x^{\prime}\right\|_{M}
$$

So $f(\cdot)$ is a contraction mapping if $\|\delta\|_{M}<1$. Using the definition of a contraction mapping and the properties of norms, one can easily show that the sequence $f^{i}(x), i=1,2, \ldots$, converges to $c^{\prime}$, the unique solution of (4.11), for any $x \in \mathbb{R}^{J}$.

Remark. The product $\eta_{j} \rho_{j}$ increases to 1 as $\rho_{j}$, the offered load at link $j$, increases [36]. So $\|\delta\|_{M}<1$ can be referred to as a light load condition. If the network has long routes and/or heavily loaded links, this constraint may be violated, but at moderate utilization levels, we expect that it will hold. As an example, consider a loss network in which all links have capacity $C=150$ and the reduced load at each link from thinned Poisson streams is $\rho=100$. Furthermore, for simplicity, assume that each transit route across a node has the same length. Then $\delta=3.3 \times 10^{-5}$ for each link, and the condition $\|\delta\|_{M}<1$ requires the maximum route length to be at most 30,717 links. The blocking probability for a route of maximum length is approximately $2 \%$ (under the link independence assumption). If $\rho$ is increased to 120 for each link, the maximum route length is 33 links with a blocking probability of approximately $3 \%$ along such a route. At $\rho=140$, the maximum route length is 3 links with a blocking probability of approximately $8 \%$. For this example, link utilizations up to about $80 \%$ are certainly feasible under our "light load" condition. As the capacities of the links increase (relative to bandwidth requests), even higher utilizations are possible before the maximum route length becomes too small and/or blocking becomes prohibitive.

The convergence proved in Thm. 4.1 assumes iterates are computed synchronously. In a large-scale network, synchronous computation may be infeasible,
so we will show that our light load condition is sufficient for convergence of an asynchronous computation in the following sense [9]:

Assumption 4.1. (Total Asynchronism) Each link performs updates infinitely often, and given any time $t_{1}$, there exists a time $t_{2}>t_{1}$ such that for all $t \geq t_{2}$, no component values (link and average implied costs) used in updates occurring at time $t$ were computed before $t_{1}$.

Note that, under this assumption, old information is eventually purged from the computation, but the amount of time by which the variables are outdated can become unbounded as $t$ increases.

Theorem 4.2. Suppose that $\|\delta\|_{M}<1$ and $\delta>0$. Then, under Assumption 4.1 (total asynchronism), the sequence $f^{i}(x), i=1,2, \ldots$, converges to $c^{\prime}$, the unique solution of (4.11), for any $x \in \mathbb{R}^{J}$.

Proof: Rewrite (4.11) in matrix form as $f(x)=G x+b$. The goal is to show that $G$ corresponds to a weighted maximum norm contraction. For, in that case, we can satisfy the conditions of the Asynchronous Convergence Theorem in [9] (see Sec. 6.2 and 6.3 , pp. 431-435), which guarantees asynchronous convergence to the unique fixed point $c^{\prime}$. In the following, we use $\delta$ as the weight vector for the weighted maximum norm; in order to do so, we require the condition $\delta \geq 0$. (We are guaranteed that $\delta \geq 0$, but in all practical cases $\delta>0$ as we have assumed).

Choose $x, x^{\prime} \in \mathbb{R}^{J}$. Then, $\forall j \in \mathcal{I}$,
$\left|f_{j}(x)-f_{j}\left(x^{\prime}\right)\right| \leq \eta_{j}\left(1-B_{j}\right)^{-1} \sum_{r \in \mathcal{R}} A_{j r} \lambda_{r}\left(\sum_{k \neq j} A_{k r} P_{k j}\left|x_{k}-x_{k}^{\prime}\right|+\sum_{n \neq n(j)} T_{n r}\left|x_{k}-\chi_{n}^{-}\right|\right)$.

Therefore

$$
\begin{aligned}
\left|\frac{f_{j}(x)-f_{j}\left(x^{\prime}\right)}{\delta_{j}}\right| \leq & \frac{\eta_{j}\left(1-B_{j}\right)^{-1}}{\delta_{j}} \sum_{r \in \mathcal{R}} A_{j r} \lambda_{r}\left(\sum_{k \neq j} A_{k r} P_{k j} \delta_{k}\left|\frac{x_{k}-x_{k}^{\prime}}{\delta_{k}}\right|\right. \\
& \left.\quad+\sum_{n \neq n(j)} T_{n r} \frac{\sum_{l \in \mathcal{J}} E_{l n}\left(\sum_{q \in \mathcal{R}} T_{n q} A_{l q} \lambda_{q}\right) \delta_{l}\left|\frac{x_{l}-x_{l}^{\prime}}{\delta_{l}}\right|}{\sum_{q \in \mathcal{R}} T_{n q} \lambda_{q}}\right) \\
\leq & \frac{\eta_{j}\left(1-B_{j}\right)^{-1}}{\delta_{j}} \sum_{r \in \mathcal{R}} A_{j r} \lambda_{r}\left(\sum_{k \neq j} A_{k r} P_{k j} \delta_{k}\right. \\
& \left.+\sum_{n \neq n(j)} T_{n r} \frac{\sum_{l \in \mathcal{J}} E_{l n}\left(\sum_{q \in \mathcal{R}} T_{n q} A_{l q} \lambda_{q}\right) \delta_{l}}{\sum_{q \in \mathcal{R}} T_{n q} \lambda_{q}}\right)\left\|x-x^{\prime}\right\|_{\infty}^{\delta}
\end{aligned}
$$

since the weighted maximum norm $\|x\|_{\infty}^{\delta}=\max _{j \in \mathcal{I}}\left|\frac{x_{j}}{\delta_{j}}\right|$. Taking the norm on both sides, we have

$$
\left\|f(x)-f\left(x^{\prime}\right)\right\|_{\infty}^{\delta} \leq\|G\|_{\infty}^{\delta}\left\|x-x^{\prime}\right\|_{\infty}^{\delta}
$$

where the induced matrix norm $\|G\|_{\infty}^{\delta}=\max _{j \in \mathcal{I}}\left\{\frac{1}{\delta_{j}} \sum_{k \in \mathcal{I}}\left|g_{j k}\right| \delta_{k}\right\}$ [9]. So $G$ corresponds to a weighted maximum norm contraction if $\|G\|_{\infty}^{\delta}<1$. This follows from $\|\delta\|_{M}<1$ because

$$
\begin{aligned}
\|G\|_{\infty}^{\delta}= & \max _{j \in \mathcal{I}} \frac{\eta_{j}\left(1-B_{j}\right)^{-1}}{\delta_{j}} \sum_{r \in \mathcal{R}} A_{j r} \lambda_{r}\left(\sum_{k \neq j} A_{k r} P_{k j} \delta_{k}\right. \\
& \left.+\sum_{n \neq n(j)} T_{n r} \frac{\sum_{l \in \mathcal{I}} E_{l n}\left(\sum_{q \in \mathcal{R}} T_{n q} A_{l q} \lambda_{q}\right) \delta_{l}}{\sum_{q \in \mathcal{R}} T_{n q} \lambda_{q}}\right) \\
\leq & \max _{j \in \mathcal{J}} \frac{\eta_{j}\left(1-B_{j}\right)^{-1}}{\delta_{j}} \sum_{r \in \mathcal{R}} A_{j r} \lambda_{r}\|\delta\|_{M} \\
= & \|\delta\|_{M}
\end{aligned}
$$

since $\rho_{j}=\left(1-B_{j}\right)^{-1} \sum_{r \in \mathcal{R}} A_{j r} \lambda_{r}$ and $\delta_{j}=\eta_{j} \rho_{j}$.
Remark. With the additional restriction of bounded communication delays, the convergence rate of an asynchronous iteration satisfying the conditions of Thm. 4.2 is geometric and can actually be faster than the corresponding synchronous version which has to wait for all values from the previous iteration to be distributed before performing the next update. See [9, pp. 441-443] for the details of a situation analogous to ours which has "fast" local communication (within peer groups)
and "slower" remote communication (between peer groups) and where the asynchronous convergence rate is faster if there is a "strong coupling" among the local variables (i.e., the local implied costs), a condition which should typically hold true in a hierarchical network if the amount of local traffic dominates the amount of remote traffic in each peer group.

Theorem 4.3. Suppose that $\|\delta\|_{M}<1$ and denote $c$ and $c^{\prime}$ as the solutions to (4.8) and (4.11), respectively. Define $\Delta=\max _{n, r}\left\{T_{n r} \sum_{m \neq n} T_{m r}\left|c_{r}^{m}{ }^{-}{ }_{\varphi_{n}}\right|\right\}$ where $c_{r}^{m}=$ $\sum_{j \in \mathcal{I}} A_{j r} E_{j m} c_{j}$ and ${ }^{-}{ }_{\xi}$ is defined by (4.9). Then we have

$$
\begin{equation*}
\left\|s-s^{\prime}\right\|_{\infty} \leq \frac{\Delta\|\delta+1\|_{\infty}}{1-\|\delta\|_{M}} \tag{4.14}
\end{equation*}
$$

where by $\left\|s-s^{\prime}\right\|_{\infty}$ we mean $\max _{j, r: j \in r}\left|s_{r}-s_{r ; j}^{\prime}\right|$.
Proof: We have, $\forall j \in \mathcal{I}$,

$$
c_{j}^{\prime}-c_{j}=\eta_{j}\left(1-B_{j}\right)^{-1} \sum_{r \in \mathcal{R}} A_{j r} \lambda_{r}\left(\sum_{k \neq j} A_{k r} P_{k j}\left(c_{k}-c_{k}^{\prime}\right)+\sum_{n \neq n(j)} T_{n r}\left(c_{r}^{n}-{ }_{-}^{-\prime}\right)\right) .
$$

Hence

$$
\begin{align*}
& \left|c_{j}^{\prime}-c_{j}\right| \leq \eta_{j}\left(1-B_{j}\right)^{-1} \sum_{r \in \mathbb{R}} A_{j r} \lambda_{r}\left(\sum_{k \neq j} A_{k r} P_{k j}\left|c_{k}-c_{k}^{\prime}\right|\right. \\
& \left.\quad+\sum_{n \neq n(j)} T_{n r}\left|c_{r}^{n}-{ }_{\zeta}{ }_{G}+-_{G}-{ }^{-\prime}\right| \mid\right) \\
& \leq  \tag{4.15}\\
& \leq \eta_{j} \rho_{j}\left(\left\|c^{\prime}-c\right\|_{M}+\Delta\right) .
\end{align*}
$$

Taking the M-norm on both sides and rearranging, we have

$$
\begin{equation*}
\left\|c^{\prime}-c\right\|_{M} \leq \frac{\Delta\|\delta\|_{M}}{1-\|\delta\|_{M}} \tag{4.16}
\end{equation*}
$$

We also have, $\forall j, r$ such that $j \in r$,

$$
s_{r}-s_{r ; j}^{\prime}=\sum_{k \in \mathcal{J}} A_{k r} P_{k j}\left(c_{k}^{\prime}-c_{k}\right)+\sum_{n \neq n(j)} T_{n r}\left({ }^{-\prime} \check{\curvearrowleft}-c_{r}^{n}\right) .
$$

Hence

$$
\begin{array}{rlrl}
\left|s_{r}-s_{r ; j}^{\prime}\right| & \leq \sum_{k \in \mathcal{I}} A_{k r} P_{k j}\left|c_{k}^{\prime}-c_{k}\right|+\left.\sum_{n \neq n(j)} T_{n r}\right|^{-1} \check{\xi}-{ }_{\natural}+{ }_{\zeta}-c_{r}^{n} \mid & \\
& \leq\left|c_{j}^{\prime}-c_{j}\right|+\left\|c^{\prime}-c\right\|_{M}+\Delta & & \text { since } A_{j r}=1 \\
& \leq \eta_{j} \rho_{j}\left(\left\|c^{\prime}-c\right\|_{M}+\Delta\right)+\left\|c^{\prime}-c\right\|_{M}+\Delta & & \operatorname{using}(4.15) \\
& =\left(\delta_{j}+1\right)\left(\left\|c^{\prime}-c\right\|_{M}+\Delta\right) & \\
& \leq\left(\delta_{j}+1\right) \frac{\Delta}{1-\|\delta\|_{M}} & \operatorname{using}(4.16) . \tag{4.16}
\end{array}
$$

Taking the maximum norm on both sides, the result follows.
Remark. The error between our modified implied costs and Kelly's implied costs will be minimized under light loads $\left(\|\delta\|_{M} \ll 1\right)$ and if the difference between transit route costs and the average for each node is small ( $\Delta$ close to 0 ). We use the maximum norm of $s-s^{\prime}$ as a comparison because it directly affects the difference in the revenue sensitivity in (4.6) using the flat and hierarchical frameworks. The measured value of $L_{r}$ used in (4.6) may also be different from that in a flat network because it is potentially averaged over several routes with the same hierarchical path from a given node's point of view. When making adaptive routing decisions, we are really only concerned with the relative values of $\frac{\partial}{\partial v_{r}} W(v ; C)$ among routes sharing a common source/destination pair. It is unclear in what situations our approximation might affect this ordering.

### 4.5 An alternative approximation

In this section, we consider a more aggressive averaging mechanism. In the previous approach, we used exact information for resources within a peer group and aggregated metrics to represent its remote peers. By contrast, herein we also perform local averaging among routes transiting through or into a local peer group. We will show that this alternative approximation has a similar structure to the previous case, although the relation to the exact implied costs is further "removed." The key advantage of this approach is that, subject to sufficient damping, one can show convergence to new approximate implied costs under any traffic conditions and route topology. In fact, the required damping within a peer group depends only on local
information, the number of links within the peer group, and aggregated global information, the total number of peer groups. Thus, the damping factor within a peer group only requires information that is consistent with its hierarchically aggregated view of the network, and the nonlocal knowledge required, namely the total number of peer groups, is not detrimental to the decentralized nature of the computation.

Define the matrix $\bar{A}$ with elements $\bar{A}_{j r} \in[0,1]$ such that

$$
\bar{A}_{j r}= \begin{cases}\frac{\sum_{q \in \mathcal{R}} T_{n(j) q} A_{j q} \lambda_{q}}{\sum_{q \in \mathcal{R}} T_{n(j) q} \lambda_{q}} & \text { if } T_{n(j) r}=1,  \tag{4.17}\\ A_{j r} & \text { if } T_{n(j) r}=0 .\end{cases}
$$

Local routes remain unchanged: they take a single circuit on each link that they traverse. However, transit routes can be thought of as consuming a fraction of a circuit on every link in each node that they traverse. This fraction is equal to the fraction $\bar{A}_{j r}$ of transit traffic in node $n(j)$ which passes through that link. Note that the offered load $\rho_{j}$ at link $j$ remains the same whether it is computed based on the flat network's routing matrix $A$ or the aggregated routing matrix $\bar{A}$. Indeed, for fixed $\lambda_{r}$, we have $\rho_{j}=\left(1-B_{j}\right)^{-1} \sum_{r \in \mathcal{R}} A_{j r} \lambda_{r}=\left(1-B_{j}\right)^{-1} \sum_{r \in \mathcal{R}} \bar{A}_{j r} \lambda_{r}$.

By substituting $\bar{A}$ for $A$ in (4.8), we have the following implied cost equations:

$$
\begin{equation*}
c_{j}=\eta_{j}\left(1-B_{j}\right)^{-1} \sum_{r \in \mathcal{R}} \bar{A}_{j r} \lambda_{r}\left(w_{r}-\sum_{k \neq j} \bar{A}_{k r} c_{k}\right), \quad j \in \mathcal{I} . \tag{4.18}
\end{equation*}
$$

We can rewrite these equations in various ways to bring out the connections with both our first aggregation method (4.9) and the original implied cost equations (4.8) for a flat network. First, we note that for a given link $j$ and route $r$ such that $T_{n(j) r}=$ 1, we have $\sum_{k \in \mathcal{I}} \bar{A}_{k r} P_{k j} c_{k}={ }^{-} \zeta_{(j)}$, which illuminates the role of $\bar{A}_{j r}$ in performing additional averaging of implied costs at the local level; compare this with (4.9). Second, we can rewrite (4.18) as

$$
\begin{align*}
c_{j}= & \eta_{j}\left(1-B_{j}\right)^{-1} \sum_{r \in \mathcal{R}} \bar{A}_{j r} \lambda_{r}\left(w_{r}-\sum_{k \neq j} \bar{A}_{k r} P_{k j} c_{k}-\sum_{n \neq n(j)} T_{n r}-G_{r}\right)  \tag{4.19}\\
= & \eta_{j}\left(1-B_{j}\right)^{-1} \sum_{r \in \mathcal{R}}\left[\left(1-T_{n(j) r}\right) A_{j r} \lambda_{r}\left(w_{r}-\sum_{k \in \mathcal{J}} A_{k r} c_{k}+c_{j}\right)\right. \\
& \left.+T_{n(j) r} \bar{A}_{j r} \lambda_{r}\left(w_{r}-\sum_{n \in \mathcal{N}} T_{n r}-{ }_{G}+\bar{A}_{j r} c_{j}\right)\right] . \tag{4.20}
\end{align*}
$$

Eq. (4.19) indicates the connection with our previous equations (4.11) for a hierarchical network, the only difference being the use of the $\bar{A}$ matrix locally. In (4.20), we see that the equation for $c_{j}$ is a combination of the original equation (4.8) for routes not transiting through node $n(j)$ and an equation based on "averaged" surplus values $s_{r}=w_{r}-\sum_{n \in \mathcal{N}} T_{n r}{ }^{-}{ }^{\natural}$ for routes transiting through node $n(j)$ plus the use of $\bar{A}_{j r}$ instead of $A_{j r}$.

Based on the above, we define a new linear mapping $\tilde{f}: \mathbb{R}^{J} \rightarrow \mathbb{R}^{J}$ by $\tilde{f}=$ $\left(\tilde{f}_{1}, \tilde{f}_{2}, \ldots, \tilde{f}_{J}\right)$,

$$
\begin{equation*}
\tilde{f}_{j}(x)=\eta_{j}\left(1-B_{j}\right)^{-1} \sum_{r \in \mathcal{R}} \bar{A}_{j r} \lambda_{r}\left(w_{r}-\sum_{k \neq j} \bar{A}_{k r} x_{k}\right), \tag{4.21}
\end{equation*}
$$

where $\tilde{f}^{i}(x)$ is the result of iterating the linear mapping $i$ times. Define $\tilde{f}_{(\gamma)}$ : $\mathbb{R}^{J} \rightarrow \mathbb{R}^{J}$ to be a damped version of the iteration $\tilde{f}(\cdot)$ for $\gamma=\operatorname{diag}\left(\gamma_{j}\right)_{j}$ where $\gamma_{j} \in(0,1) \forall j \in \mathcal{I}:$

$$
\begin{equation*}
\tilde{f}_{(\gamma)}(x)=(I-\gamma) x+\gamma \tilde{f}(x) \tag{4.22}
\end{equation*}
$$

If we define a norm on $\mathbb{R}^{J}$ by

$$
\begin{equation*}
\|x\|_{\tilde{M}}=\max _{j, r}\left\{1\left(\bar{A}_{j r}>0\right) \sum_{k \neq j} \bar{A}_{k r}\left|x_{k}\right|\right\}, \tag{4.23}
\end{equation*}
$$

then Thms. 4.1 and 4.2 can be shown to hold for $\tilde{f}(x)$ under the condition $\|\delta\|_{\tilde{M}}<1$. However, our main interest here lies in proving convergence of the damped iteration $\tilde{f}_{(\gamma)}(x)$ without requiring $\|\delta\|_{\tilde{M}}$ to be less than one.

The proofs of the following two theorems closely resemble the development in [36, Sec. 4]. Note that all vectors are considered to be column vectors.

Theorem 4.4. The equations (4.18) have a unique solution $\tilde{c}$.
Proof: Rewrite (4.18) in the equivalent form

$$
\begin{equation*}
c_{j}=\eta_{j}\left(1-\tilde{\delta}_{j}\right)^{-1}\left(1-B_{j}\right)^{-1} \sum_{r \in \mathcal{R}} \bar{A}_{j r} \lambda_{r}\left(w_{r}-\sum_{k \in \mathcal{I}} \bar{A}_{k r} c_{k}\right), \tag{4.24}
\end{equation*}
$$

where $\tilde{\delta}_{j}=\eta_{j}\left(1-B_{j}\right)^{-1} \sum_{r \in \mathcal{R}} \bar{A}_{j r}^{2} \lambda_{r} \leq \eta_{j} \rho_{j}$. Let $\tilde{g}=\left(\tilde{g}_{1}, \tilde{g}_{2}, \ldots, \tilde{g}_{J}\right)$ where $\tilde{g}_{j}(c)$ denotes the right-hand side of (4.24). Also, define the positive diagonal matrices

$$
\lambda=\operatorname{diag}\left(\lambda_{r}\right)_{r}, \quad \zeta=\operatorname{diag}\left(\eta_{j}\left(1-\tilde{\delta}_{j}\right)^{-1}\left(1-B_{j}\right)^{-1}\right)_{j}
$$

Then we can write (4.24) in matrix form as

$$
c=\tilde{g}(c)=\zeta \bar{A} \lambda\left(w-\bar{A}^{T} c\right) .
$$

Define the positive diagonal matrices $\zeta^{\frac{1}{2}}, \zeta^{-\frac{1}{2}}$ componentwise. The equation $c=$ $\tilde{g}(c)$ is equivalent to $\left(I+\zeta \bar{A} \lambda \bar{A}^{T}\right) c=\zeta \bar{A} \lambda w$. Multiplying both sides of this equation on the left by $\zeta^{-\frac{1}{2}}$, we have

$$
\left(I+\zeta^{\frac{1}{2}} \bar{A} \lambda \bar{A}^{T} \zeta^{\frac{1}{2}}\right) \zeta^{-\frac{1}{2}} c=\zeta^{\frac{1}{2}} \bar{A} \lambda w .
$$

The symmetric matrix $\left(I+\zeta^{\frac{1}{2}} \bar{A} \lambda \bar{A}^{T} \zeta^{\frac{1}{2}}\right)$ is positive definite and hence invertible. Thus the equation $c=\tilde{g}(c)$ has a unique solution

$$
\begin{equation*}
\tilde{c}=\zeta^{\frac{1}{2}}\left(I+\zeta^{\frac{1}{2}} \bar{A} \lambda \bar{A}^{T} \zeta^{\frac{1}{2}}\right)^{-1} \zeta^{\frac{1}{2}} \bar{A} \lambda w, \tag{4.25}
\end{equation*}
$$

which is also the unique solution to (4.18).
In the following, let $J_{n}$ denote the number of links in node $n$, and recall that $N$ denotes the total number of aggregated nodes in the network.

Theorem 4.5. If $\gamma_{j} \leq\left(N J_{n(j)}\right)^{-1} \forall j \in \mathcal{I}$, then the sequence $\tilde{f}_{(\gamma)}^{i}(x), i=1,2, \ldots$, converges to $\tilde{c}$, the unique solution of (4.18), for any $x \in \mathbb{R}^{J}$.

Proof: It is enough to establish that the sequence $\tilde{f}_{(\gamma)}^{i}(x), i=1,2, \ldots$, converges since the limit vector must solve (4.18) by the continuity of $\tilde{f}_{(\gamma)}(\cdot)$. Define the diagonal matrices

$$
\lambda=\operatorname{diag}\left(\lambda_{r}\right)_{r}, \quad \beta=\operatorname{diag}\left(1-B_{j}\right)_{j}, \quad \eta=\operatorname{diag}\left(\eta_{j}\right)_{j}, \quad \tilde{\delta}=\operatorname{diag}\left(\eta_{j} \tilde{\rho}_{j}\right)_{j}
$$

where $\tilde{\rho}_{j}=\left(1-B_{j}\right)^{-1} \sum_{r \in \mathcal{R}} \bar{A}_{j r}^{2} \lambda_{r}$. Then in matrix form

$$
\tilde{f}(x)=\eta \beta^{-1} \bar{A} \lambda w-\eta \beta^{-1} \bar{A} \lambda \bar{A}^{T} x+\tilde{\delta} x
$$

and so

$$
\tilde{f}_{(\gamma)}(x)=\left[I-\gamma(I-\tilde{\delta})-\gamma \eta \beta^{-1} \bar{A} \lambda \bar{A}^{T}\right] x+\gamma \eta \beta^{-1} \bar{A} \lambda w .
$$

The sequence $\tilde{f}_{(\gamma)}^{i}(x), i=1,2, \ldots$, will converge provided the eigenvalues of the iteration matrix $\left[I-\gamma(I-\tilde{\delta})-\gamma \eta \beta^{-1} \bar{A} \lambda \bar{A}^{T}\right]$ lie in the interval $(-1,1)$. The eigenvalues of this matrix coincide with the eigenvalues of the matrix

$$
\begin{aligned}
\gamma^{-\frac{1}{2}} \eta^{-\frac{1}{2}} \beta^{\frac{1}{2}}[I-\gamma(I-\tilde{\delta})-\gamma & \left.\eta \beta^{-1} \bar{A} \lambda \bar{A}^{T}\right] \beta^{-\frac{1}{2}} \eta^{\frac{1}{2}} \gamma^{\frac{1}{2}} \\
& =I-\gamma(I-\tilde{\delta})-\gamma^{\frac{1}{2}} \eta^{\frac{1}{2}} \beta^{-\frac{1}{2}} \bar{A} \lambda \bar{A}^{T} \beta^{-\frac{1}{2}} \eta^{\frac{1}{2}} \gamma^{\frac{1}{2}} \\
& =I-\gamma(I-\tilde{\delta})-\left(\lambda^{\frac{1}{2}} \bar{A}^{T} \beta^{-\frac{1}{2}} \eta^{\frac{1}{2}} \gamma^{\frac{1}{2}}\right)^{T}\left(\lambda^{\frac{1}{2}} \bar{A}^{T} \beta^{-\frac{1}{2}} \eta^{\frac{1}{2}} \gamma^{\frac{1}{2}}\right)
\end{aligned}
$$

which is of the form $I-(D+M)$ where $D$ is a diagonal matrix and $M$ is a symmetric, positive semi-definite matrix of the form $M=Y^{T} Y$. The eigenvalues of $D$ are equal to its diagonal terms $d_{j}, j \in \mathcal{I}$. Let $\rho(D)$ denote the spectral radius of $D$, i.e., the maximum of the magnitudes of its eigenvalues. Since $0 \leq \tilde{\delta}_{j} \leq \eta_{j} \rho_{j}<1$ and $\gamma_{j} \in$ $(0,1)$ for all $j \in \mathcal{I}$, we have that $0<d_{j}<1, j \in \mathcal{I}$, and thus $\rho(D)<1$.

Next, we determine a bound on the spectral radius of $M$. Let $\|\cdot\|_{2}$ denote the Euclidean norm, and define the induced matrix norm $\|M\|_{2}$ as $\max _{\|x\|_{2}=1}\|M x\|_{2}$. Since $M$ is symmetric, it can be shown that $\rho(M)=\|M\|_{2}=\max _{\|x\|_{2}=1}\left|x^{T} M x\right|=$ $\max _{\|x\|_{2}=1}\left|x^{T} Y^{T} Y x\right|=\max _{\|x\|_{2}=1}\|Y x\|_{2}^{2}$. We will show that $\rho(M)$ is guaranteed to be less than one if we choose $\gamma_{j} \leq\left(N J_{n(j)}\right)^{-1} \forall j \in \mathcal{I}$. We have the following:

$$
\begin{aligned}
\|Y x\|_{2} & =\left\|\lambda \lambda^{\frac{1}{2}} \bar{A}^{T} \beta^{-\frac{1}{2}} \eta^{\frac{1}{2}} \gamma^{\frac{1}{2}} x\right\|_{2}=\left[\sum_{r \in \mathcal{R}}\left(\sum_{j \in \mathcal{I}} \lambda_{r}^{\frac{1}{2}} \bar{A}_{j r} \beta_{j}^{-\frac{1}{2}} \eta_{j}^{\frac{1}{2}} \gamma_{j}^{\frac{1}{2}} x_{j}\right)^{2}\right]^{\frac{1}{2}} \\
& \leq\left[\sum_{r \in \mathcal{R}}\left(\sum_{j \in \mathcal{I}} \lambda_{r} \bar{A}_{j r}^{2} \beta_{j}^{-1} \eta_{j} \gamma_{j}\right)\|x\|_{2}^{2}\right]^{\frac{1}{2}} \quad \text { by the Cauchy-Schwarz inequality } \\
& =\left(\sum_{j \in \mathcal{I}} \tilde{\delta}_{j} \gamma_{j}\right)^{\frac{1}{2}}\|x\|_{2} \leq\left(\sum_{j \in \mathcal{I}} \gamma_{j}\right)^{\frac{1}{2}}\|x\|_{2} \leq\left(\sum_{j \in \mathcal{I}} \frac{1}{N J_{n(j)}}\right)^{\frac{1}{2}}\|x\|_{2} \\
& =\left(\sum_{n \in \mathcal{N}} \sum_{j \in \mathcal{I}} \frac{E_{j n}}{N J_{n}}\right)^{\frac{1}{2}}\|x\|_{2}=\left(\sum_{n \in \mathcal{N}} \frac{1}{N}\right)^{\frac{1}{2}}\|x\|_{2}=\|x\|_{2}
\end{aligned}
$$

Therefore, $\rho(M)=\|M\|_{2}=\max _{\|x\|_{2}=1}\|Y x\|_{2}^{2} \leq 1$.
Since $D$ is a diagonal matrix with positive terms, $D+M$ is symmetric and positive definite. Therefore, its eigenvalues are strictly positive, and it can be written in the form $S K S^{-1}$ where $K$ is a diagonal matrix with the same eigenvalues. The
maximum eigenvalue of $D+M$ is strictly less than 2 because

$$
\rho(D+M)=\|D+M\|_{2} \leq\|D\|_{2}+\|M\|_{2}=\rho(D)+\rho(M)<2 .
$$

Hence, the terms of $K$ lie in the interval $(0,2)$, and so the terms of $I-K$ lie in the interval $(-1,1)$. But these terms are the eigenvalues of $I-(D+M)$ because

$$
S(I-K) S^{-1}=I-S K S^{-1}=I-(D+M) .
$$

Thus, the eigenvalues of the original iteration matrix lie in the interval $(-1,1)$, and the sequence $\tilde{f}_{(\gamma)}^{i}(x), i=1,2, \ldots$, converges to $\tilde{c}$.
Remark. The convergence proved in Thm. 4.5 is based on synchronous iterations. To prove totally asynchronous convergence of the damped computation, it is sufficient to show that the iteration matrix $G=\left[I-\gamma(I-\tilde{\delta})-\gamma \eta \beta^{-1} \bar{A} \lambda \bar{A}^{T}\right]$ corresponds to a weighted maximum norm contraction, or equivalently, that $\rho(|G|)<1$, where $\rho(|G|)$ is the spectral radius of the matrix $|G|$ having as elements the absolute values $\left|g_{j k}\right|$ of the elements of $G$. The proof of Thm. 4.5 showed that with $\gamma_{j} \leq\left(N J_{n(j)}\right)^{-1} \forall j \in \mathcal{I}$, we have $\rho(G)<1$. However, the off-diagonal entries of $G$ are nonpositive, and its structure is such that no matter how small we make $\gamma>0$, we cannot guarantee that $\rho(|G|)<1$ without requiring the light load condition $\|\delta\|_{\tilde{M}}<1$. Our conjecture is that under a partially asynchronous model [9], i.e., there is a fixed bound $D$ on the amount of time by which the information used at a link can become outdated, the algorithm will converge if we use a small enough stepsize $\gamma$. As the asynchronism measure $D$ or the number of links $J$ increases, we would have to decrease $\gamma$ to mitigate the effects of asynchronism.

### 4.6 Computational results

In this section, we explore the computation of the implied costs at one point in time for a given set of offered loads. We use the Erlang fixed point equations to obtain the route blocking probabilities, and then input the results to the implied cost calculations. Let $c, c^{\prime}$, and $\tilde{c}$ denote the solutions to (4.8), (4.11), and (4.18), respectively. The surplus values $s$ and $s^{\prime}$ are computed according to (4.7) and (4.10), respectively. For our alternative approximation, we compute $\tilde{s}_{r}=w_{r}-\sum_{k \in \mathcal{J}} \bar{A}_{k r} \tilde{c}_{k}$. Because we use the same route blocking probabilities $L$ in computing the revenue sensitivities


Figure 4.9: Symmetric network with a single level of aggregation.
for all three cases, the expected and maximum relative surplus value differences are equal to the expected and maximum relative revenue sensitivity errors. The results discussed below are summarized in Tables 4.2 and 4.4.

We start with the symmetric network shown in Fig. 4.9 and assign a capacity of 20 to each link. We define a total of 45 routes with offered loads ranging from 1.0 to 3.0 in such a way that the offered loads at each link in the three peer groups are the same and all transit routes use only one link in the peer groups that they pass through. Each accepted connection generates a revenue of 1.0. Under these conditions, the calculated implied costs $c$ and $c^{\prime}$ are the same. Thus, $\left\|\left(s-s^{\prime}\right) / s\right\|_{\infty}=$ $\max _{j, r: j \in r}\left|\left(s_{r}-s_{r ; j}^{\prime}\right) / s_{r}\right|=0$, and, as a result, the revenue sensitivities are also the same. For each link in the peer groups, $c_{j}=0.015$. For the links connecting the peer groups, $c_{j}=0.129$. Compared to our alternative approximation, the differences are quite small: $\|(c-\tilde{c}) / c\|_{\infty}=0.7 \%$, and $\|(s-\tilde{s}) / s\|_{\infty}=0.04 \%$.

Next, we take the symmetric case and increase the load on the links in peer group 1 to near capacity by increasing the offered loads for local routes in peer group 1 to three and a half times their previous values. This causes the implied cost calculations for $c$ and $c^{\prime}$ to differ slightly, resulting in $\left\|\left(c-c^{\prime}\right) / c\right\|_{\infty}=0.3 \%$ and $\left\|\left(s-s^{\prime}\right) / s\right\|_{\infty}=1.5 \%$. Due to the heavy loads in peer group 1 , the implied costs $\tilde{c}$ are not as accurate: $\|(c-\tilde{c}) / c\|_{\infty}=9.0 \%$, and $\|(s-\tilde{s}) / s\|_{\infty}=97.5 \%$. (Despite the latter result, we note that $\mathbb{E}[(s-\tilde{s}) / s]=\sum_{r \in \mathcal{R}}\left(v_{r}\left(s_{r}-\tilde{s}_{r}\right) / s_{r}\right) / \sum_{r \in \mathcal{R}} \mathrm{v}_{r}$ is only
$15.0 \% .^{8}$ ) To demonstrate the change in revenue sensitivities from the symmetric case, consider the two alternative routes consisting of the following sets of links: $r_{1}=\{2,9,3\}$ and $r_{2}=\{10,6,11,5\}$. In the symmetric case, the revenue sensitives for $r_{1}$ and $r_{2}$ are 0.823 and 0.684 , respectively. In the present overloaded case, the revenue sensitivities change to approximately 0.416 and 0.772 , respectively. ${ }^{9}$ The longer route is now favored because it avoids passing through the overloaded peer group. We note that, using our first hierarchical approximation, the revenue sensitivity may vary along a particular route depending on which link is making the calculation (due to the $s_{r ; j}$ term). To be exact, all links of a route in a given peer group will compute the same sensitivity, but links of the route in a different peer group may compute a different value. For our current example, the revenue sensitivities vary only slightly along routes, on the order of 0.004 in the worst case.

As another example of an overload scenario, we start with the symmetric case and increase the loads on transit routes between peer groups 1 and 2 by one and a half times, causing link 9 to be near capacity. For this case, the differences between the first two approximations are greater than in the previous overload scenario, $\left\|\left(c-c^{\prime}\right) / c\right\|_{\infty}=1.1 \%$ and $\left\|\left(s-s^{\prime}\right) / s\right\|_{\infty}=5.0 \%$, but the surplus values $\tilde{s}$ fare much better: $\|(c-\tilde{c}) / c\|_{\infty}=18.1 \%$ and $\|(s-\tilde{s}) / s\|_{\infty}=4.4 \%$. This is due to the fact that the overloaded node consists of only a single link, mitigating the errors due to local averaging of transit route costs. The revenue sensitivities for $r_{1}$ and $r_{2}$ are approximately 0.335 and 0.686 , respectively, which would cause the routing algorithm to send more traffic around the overload as desired. Compared to the previous case, there is greater variation in the revenue sensitivities along each route using $s^{\prime}$, on the order of 0.013 in the worst case.

For a fourth experiment with a more varied topology, we use the network shown in Fig. 4.5. We define a total of 122 routes with offered loads ranging from 0.1 to 2.0. Two routes are defined between each pair of switches except for the members of peer group 2 which have only one local route between each pair. As before, each accepted connection generates a revenue of 1.0. The link capacities are varied between peer groups: links in peer groups 1, 2, and 3 have capacities 25,40 , and 30 , respectively, and the connecting links have a capacity of 35 each. Despite the loss of symmetry, the implied cost calculations are surprisingly close:

[^17]|  | Rev. sens. error: $\mathbb{E}[\cdot] /\\|\cdot\\|_{\infty}$ <br> $\frac{s-s^{\prime}}{s}$ | $\frac{s-\tilde{s}}{s}$ | $\partial W / \partial \nu_{1}$ | $\partial W / \partial \nu_{2}$ |
| :--- | :---: | :---: | :---: | :---: |
| Symmetric load | $0.0 \% / 0.0 \%$ | $0.01 \% / 0.04 \%$ | 0.823 | 0.684 |
| Local overload | $0.2 \% / 1.5 \%$ | $15.0 \% / 97.5 \%$ | 0.416 | 0.772 |
| Transit overload | $0.9 \% / 5.0 \%$ | $1.0 \% / 4.4 \%$ | 0.335 | 0.686 |
| Asymmetric net | $2.4 \% / 15.5 \%$ | $2.2 \% / 15.5 \%$ | - | - |


|  | Imp. cost error: $\mathbb{E}[\cdot] /\\|\cdot\\|_{\infty}$ <br> $\frac{c-c^{\prime}}{c}$ | $\frac{c-\tilde{c}}{c}$ | $L_{\max }$ | $\\|\delta\\|_{M}$ | Iterations |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Symmetric load | $0.0 \% / 0.0 \%$ | $0.5 \% / 0.7 \%$ | $2.1 \%$ | 0.297 | 5 |
| Local overload | $0.1 \% / 0.3 \%$ | $5.7 \% / 9.0 \%$ | $25 \%$ | 0.764 | $10-13$ |
| Transit overload | $0.4 \% / 1.1 \%$ | $6.3 \% / 18.1 \%$ | $16 \%$ | 0.780 | $8-9$ |
| Asymmetric net | $0.7 \% / 2.1 \%$ | $1.9 \% / 6.2 \%$ | $3.8 \%$ | 0.327 | $6-7$ |

Table 4.2: Computational results for the four experiments.
the worst-case differences are $\left\|\left(c-c^{\prime}\right) / c\right\|_{\infty}=2.1 \%,\|(c-\tilde{c}) / c\|_{\infty}=6.2 \%$, and $\left\|\left(s-s^{\prime}\right) / s\right\|_{\infty}=\|(s-\tilde{s}) / s\|_{\infty}=15.5 \%$.

Table 4.2 summarizes the main results of the four experiments. $L_{\text {max }}$ is the maximum route blocking probability; the high values for the middle two experiments are for a local route in peer group 1 and a transit route from peer group 1 to 2 , respectively. The iterations column denotes the range of iterations needed for convergence of the three implied cost computations. Note that the light load condition $\|\delta\|_{M}<1$ holds in every case.

Two comments on the above experiments are in order. First, using our first hierarchical approximation scheme, one can unfortunately construct cases where the revenue sensitivities vary enough along a route to cause an ordering between alternative routes from the source's point of view that is different from that obtained in a flat network. This would cause the adaptive routing algorithm to temporarily shift offered loads in the wrong direction until the sensitivities became farther apart. As a result, the routing algorithm would adapt more slowly, but it is unclear whether this is a common or troubling situation. Second, the bound in Thm. 4.3 appears to be rather weak. It was too high by an order of magnitude in the two overload cases. In the fourth experiment, however, it was less than twice the actual value.


Figure 4.10: A larger symmetric network.

We also performed experiments on the larger network shown in Fig. 4.10 with a variable number of defined groups. The group memberships in terms of the links in each group are listed in Table 4.3. We define a total of 247 routes with offered loads ranging from 0.2 to 3.0. As before, each accepted connection generates a revenue of 1.0. The link capacities vary from 20 to 30 , and no attempt was made to equalize the offered loads on the links.

Table 4.4 summarizes the main results of these six experiments. In terms of relative implied cost and revenue sensitivity errors, the 6 groups case performed the best, and the 6 alternate groups and 9 groups performed the worst. For these experiments (with fixed routes and offered loads), the error results seem to be correlated to the number of transit routes per group with a lower average number of transit routes tending to produce better results. We also compute the number of messages per iteration under the assumption that the groups of three switches in a triangle are connected locally using a broadcast medium, i.e., only one message is required to reach the three link controllers in the triangle. For a flat network, 807 messages per iteration are required, so each group structure tested provides a significant reduc-

| 3 groups | $\{0-11,36\}\{12-23,38\}\{24-35,37\}$ |
| :--- | :--- |
| 6 groups | $\{0-11\}\{12-23\}\{24-35\}\{36\}\{37\}\{38\}$ |
| 6 alt. groups | $\{0-2,9-10\}\{3-8,11,36\}\{12-14,18-20,22,38\}$ |
|  | $\{15-17,21,23\}\{24-29,33,37\}\{30-32,34-35\}$ |
| 9 groups | $\{0-2,9\}\{3-5,11,36\}\{6-8,10\}\{12-14,21\}\{15-17,23\}$ |
| 12 groups | $\{18-20,22,38\}\{24-26,33,37\}\{27-29,35\}\{30-32,34\}$ |
|  | $\{0-2,9\}\{3-5,11\}\{6-8,10\}\{12-14,21\}\{15-17,23\}$ |
|  | $\{18-20,22\}\{24-26,33\}\{27-29,35\}\{30-32,34\}\{36\}$ |
| 21 groups | $\{37\}\{38\}$ |
|  | $\{0-2\}\{3-5\}\{6-8\}\{9\}\{10\}\{11\}\{12-14\}\{15-17\}$ |
|  | $\{18-20\}\{21\}\{22\}\{23\}\{24-26\}\{27-29\}\{30-32\}$ |
|  | $\{33\}\{34\}\{35\}\{36\}\{37\}\{38\}$ |

Table 4.3: Group memberships for the experiments on the larger network.
tion. The most savings occurs with the 6 alternate groups and the 9 groups which, as noted above, provide the worst performance in terms of revenue sensitivity error.

### 4.7 On-line measurements

We now return to the subject of on-line measurements, as briefly mentioned in Sec. 4.4. Instead of using the Erlang fixed point approximation, we show how estimates of the carried loads and blocking probabilities can be used to implement a hierarchical adaptive routing scheme. Our discussion follows that of Kelly [36], with additional optimizations to take advantage of the hierarchical framework.

We say that two routes have the same hierarchical path from the point of view of link $j$ if they use the same set of links in peer group $n(j)$ and follow the same sequence of peer groups outside of $n(j)$. Let $\mathcal{H}_{n}$ be the set of hierarchical paths from the point of view of node $n$, and let $H_{j h}$ be the amount of bandwidth used explicitly by hierarchical path $h \in \mathcal{H}_{n}$ on link $j$. ( $H_{j h}$ is 0 for all links $j$ outside of $n$.) If we make the assumption that $w_{r_{1}}=w_{r_{2}}$ for two routes $r_{1}$ and $r_{2}$ with the same hierarchical structure from the point of view of link $j \in r_{1}, r_{2}$, then $s_{r_{1} ; j}=s_{r_{2} ; j}$. Recalling that $\rho_{j}\left(1-B_{j}\right)=\sum_{r \in \mathcal{R}} A_{j r} \lambda_{r}$ and $\delta_{j}=\eta_{j} \rho_{j}$, we can rewrite (4.11) as

$$
\begin{equation*}
c_{j}=\delta_{j} \sum_{h \in \mathcal{H}_{n(j)}} H_{j h} \frac{\text { flow carried on path } h}{\text { flow carried through link } j}\left(s_{h ; j}+c_{j}\right), \quad j \in \mathcal{I} . \tag{4.26}
\end{equation*}
$$

|  | Rev. sens. error: $\mathbb{E}[\cdot] /\\|\cdot\\|_{\infty}$ <br> $s-s^{\prime}$ | $s-\tilde{s}$ <br> $s$ |  | $\frac{s}{s}$ |
| :--- | :---: | :---: | :---: | :---: |


|  | Messages <br> per Iteration | Avg. Transit Routes <br> per Group | Avg. Local Routes <br> per Group |
| :--- | :---: | :---: | :---: |
| 3 groups | 303 | 14.7 | 75.0 |
| 6 groups | 312 | 12.2 | 36.5 |
| 6 alt. groups | 234 | 49.0 | 18.0 |
| 9 groups | 249 | 43.9 | 9.7 |
| 12 groups | 294 | 35.1 | 7.0 |
| 21 groups | 447 | 31.0 | 3.1 |

Table 4.4: Computational results for the larger network.

Suppose we have on-line measures $\hat{\Lambda}_{h}(t)$ and $\hat{\Theta}_{j}(t)$ of the carried flows on path $h$ and link $j$, respectively, over the interval $[t, t+1)$. Smoothed, movingaverage estimates $\hat{\lambda}_{h}(t)$ and $\hat{\theta}_{j}(t)$ of the mean carried flows can be computed using the iterations

$$
\begin{aligned}
& \hat{\lambda}_{h}(t+1)=(1-\gamma) \hat{\lambda}_{h}(t)+\gamma \hat{\Lambda}_{h}(t) \\
& \hat{\theta}_{j}(t+1)=(1-\gamma) \hat{\theta}_{j}(t)+\gamma \hat{\Theta}_{j}(t)
\end{aligned}
$$

where $\gamma \in(0,1)$. If we consider link $j$ to be in isolation with Poisson traffic offered at rate $\rho_{j}$, we can estimate $\rho_{j}$ (and thus $\delta_{j}$ ) by solving the equation $\hat{\theta}_{j}=\rho_{j}[1-$ $\left.E\left(\rho_{j}, C_{j}\right)\right]$ to obtain $\hat{\rho}_{j}$. Then we would have $\hat{\delta}_{j}=\hat{\rho}_{j}\left[E\left(\hat{\rho}_{j}, C_{j}-1\right)-E\left(\hat{\rho}_{j}, C_{j}\right)\right]$.

Now suppose that the implied costs $\hat{c}$ and the associated surplus values $\hat{s}$ have been computed using these estimates and successive substitution. Suppose also that the blocking probability $L_{h}$ has been estimated for each hierarchical path, possibly using a moving-average estimate similar to the above. The revenue sensitivity ( $1-$ $\left.\hat{L}_{h}\right) \hat{s}_{h ; j}$ tells us the net expected revenue that a call on path $h$ will generate from the perspective of link $j$. Traffic from a source to a given destination peer group should be split among the possible hierarchical paths based on these revenue sensitivities. A greater share of the traffic should be offered to a path that has a higher value of $\left(1-\hat{L}_{h}\right) \hat{s}_{h ; j}$ than the others. Also, if $\left(1-\hat{L}_{h}\right) \hat{s}_{h ; j}$ is negative for a particular path, that path should not be used since a net loss in revenue would occur by accepting connections on that path. Any adjustments of the splitting should be done gradually to prevent sudden congestion. Note that we have assumed that routes not satisfying the QoS constraints of a particular connection will be eliminated prior to choosing a path based on the revenue sensitivities.

### 4.8 Multiservice extensions

To accommodate different types of services, our model can be extended to a multirate loss network. Now we allow $A_{j r} \in \mathbb{Z}^{+}$. Several additional problems arise in this context. First and foremost, the Erlang B formula no longer suffices to compute the blocking probability at a link for each type of call. Let $\pi_{j}(n)$ denote the steady-state probability of $n$ circuits being in use at link $j$. Then the blocking probability for route $r$ at link $j$ is $B_{j r}=\sum_{n=C_{j}-A_{j r}+1}^{C_{j}} \pi_{j}(n)$. We can compute $\pi_{j}$ using a recursive formula of complexity $O\left(C_{j} K_{j}\right)$ where $K_{j}$ denotes the number of traffic
classes (distinct values of $A_{j r}>0$ ) arriving at link $j$ [63]. This result was derived independently by Kaufman and Roberts. To reduce complexity, many asymptotic approximations have been proposed in the literature as the offered load and link capacity are scaled in proportion [30, 44, 51, 61, 67, 73]. We have found Mitra and Morrison's Uniform Asymptotic Approximation (UAA) [51] to be particularly accurate.

The Erlang fixed point approximation can be extended in a straightforward manner to the multiservice case using an appropriate blocking function at each link. Note that, in this case, the fixed point is no longer guaranteed to be unique [63]. ${ }^{10}$ Based on this approximation, implied cost equations can be derived [19, 52], where we now have a different implied cost at each link for each type of service. The straightforward extension to our hierarchical setting is to further compute an average implied cost for each type of service passing through each peer group. Computing a single average implied cost for each peer group is attractive but would probably result in an unacceptable loss in accuracy.

Define $\mathcal{S}$ to be the set of services offered by the network and partition $\mathcal{R}$ into sets $\mathcal{R}^{s}, s \in \mathcal{S}$. Let $s(r)$ denote the service type associated with route $r$. ${ }^{11}$ Also, let $\rho_{j r}=\lambda_{r} /\left(1-B_{j r}\right)$, and define $\eta_{j r q}=B_{j r}\left(\vec{\rho}_{j}, \vec{A}_{j}, C_{j}-A_{j q}\right)-B_{j r}\left(\vec{\rho}_{j}, \vec{A}_{j}, C_{j}\right)$, which is the expected increase in blocking probability at link $j$ for route $r$ given that $A_{j q}$ circuits are removed from link $j$. The multiservice implied costs satisfy the following system of equations:

$$
\begin{equation*}
c_{j q}=\sum_{r: j \in r} \eta_{j r q} \rho_{j r}\left(s_{r ; j}+c_{j r}\right), \quad j \in \mathcal{I}, q \in \mathcal{R}, \tag{4.27}
\end{equation*}
$$

where

$$
\begin{equation*}
s_{r ; j}=w_{r}-\sum_{k \in r} P_{k j} c_{k r}-\sum_{n \neq n(j)} T_{n r}{ }^{-} c_{s(r)} \tag{4.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{G}_{s}=\frac{\sum_{r \in \mathcal{R}^{s}} T_{n r} \lambda_{r}\left(\sum_{j \in r} E_{j n} c_{j r}\right)}{\sum_{r \in \mathcal{R}^{s}} T_{n r} \lambda_{r}} . \tag{4.29}
\end{equation*}
$$

[^18]Note that $c_{j r}=c_{j q}$ if $A_{j r}=A_{j q}$. In a large capacity network, we can further reduce (4.27) to a system of only $J$ equations by employing the UAA [52]. If we redefine our norm on $\mathbb{R}^{J R}$ ( $R$ is the total number of routes) as

$$
\begin{equation*}
\|x\|_{M}=\max _{j, r: j \in r}\left\{\sum_{k \neq j: k \in r} P_{k j}\left|x_{k r}\right|+\sum_{n \neq n(j)} T_{n r} \overline{x \mid}_{n s(r)}\right\}, \tag{4.30}
\end{equation*}
$$

let $\delta=\left(\delta_{11}, \delta_{12}, \ldots, \delta_{1 R}, \delta_{21}, \ldots, \delta_{J R}\right)$ where $\delta_{j q}=\sum_{r: j \in r} \eta_{j r q} \rho_{j r}$, and define $\Delta=$ $\max _{n, r}\left\{T_{n r} \sum_{m \neq n} T_{m r}\left|c_{r}^{m}-{ }_{-}^{-} c_{s(r)}\right|\right\}$ where $c_{r}^{m}=\sum_{j \in r} E_{j m} c_{j r}$, then Thms. 4.1, 4.2, and 4.3 can be easily shown to hold for the multiservice case.

### 4.9 Chapter summary

This chapter is based on the premise that the use of hierarchical source routing is a key to both reducing complexity and providing acceptable QoS in a large-scale network. Although aggregating network elements into subnetworks is an old idea, we have taken a unique approach to representing the "available" capacity of a subnetwork by formulating an implicit representation based on the average implied cost to go through or into the subnetwork. This average implied cost reflects the congestion in the subnetwork and captures the interdependencies among traffic streams, a feature sorely lacking in explicit representations of available capacity.

We proved that both a synchronous and asynchronous distributed computation of the approximate implied costs will converge to a unique solution under a light load condition. Furthermore, we presented a more aggressive averaging mechanism that also performs local averaging among routes transiting through or into a local subnetwork. We proved that with sufficient damping, a synchronous distributed computation of these new approximate implied costs will converge to a unique solution under any traffic conditions. Our experimental results showed that these approximations are reasonably accurate.

Based on this representation for available subnetwork capacity, we proposed a hierarchical source routing algorithm that adaptively selects high-level routes so as to maximize network revenue. Prior to path selection, routes not likely to meet prespecified QoS constraints, such as end-to-end delay, are eliminated from consideration. Our scheme can incorporate on-line measurements, and it can be extended to a multiservice environment. The low-level routing within subnetworks was de-
liberately not specified, as we feel that some form of dynamic routing would be beneficial in coping with traffic fluctuations at that level.

## Chapter 5

## Conclusion

### 5.1 Summary of main results

The goal of this dissertation was to advance the state of the art in applying aggregation to large-scale communication networks in two domains: the aggregation of network flows and network elements. In the flow aggregation area, we first explored the benefits of aggregating multicast demands on VP trees. We proposed a pre- or post-processing step to the VP multicast layout problem, which either reduces the complexity of the required optimization or further improves upon obtained solutions, and we showed that it can be effectively reduce capacity requirements, balance network loads, and reduce the number of VP trees required.

Real networks have time-varying demands and finite signaling resources. We argued that signaling resources may not be sufficient for future demands on large-scale, connection-oriented networks, and we developed adaptive VP capacity allocation algorithms that are based on implied costs and address these constraints.

In some cases it is desirable to modify the manner in which flows are aggregated (the VP layout). In this context we investigated algorithms to migrate from one layout to another, and we found that for incremental changes, the potential for performance losses during migration in terms of call blocking is minimal. However, when dramatic changes in the VP layout are warranted, it is desirable to enhance performance by implementing a simple decentralized algorithm that we have proposed.

In the network aggregation area, we developed an implicit representation of the available capacity of a subnetwork which is based on a distributed compu-
tation of the average implied cost to go through or into the subnetwork. Such implied costs reflect the congestion in the subnetwork as well as the interdependencies among traffic streams in the network. We proved that both a synchronous and asynchronous distributed computation of the implied costs will converge to a unique solution under a light load condition. We also presented an alternative approximation that performs averaging among local transit routes in addition to remote averaging, and we proved that with sufficient damping, distributed computation of these new costs will converge to a unique solution under any traffic conditions. To assess accuracy, we derived a bound on the difference between our (original) implied costs and those calculated for a flat network, and our experiments showed that our costs are indeed quite accurate. In addition, we showed how on-line measurements can be incorporated into the computation, and we outlined extensions to a multiservice environment.

Based on this representation for available subnetwork capacity, we proposed a QoS-sensitive routing algorithm that is able to appropriately route high-level flows while significantly reducing complexity. The algorithm uses effective bandwidths to capture traffic behavior, and it adaptively selects hierarchical routes so as to maximize network revenue, while allowing low-level dynamic routing within subnetworks to respond to traffic fluctuations.

### 5.2 Application to other areas

The research for this dissertation was performed primarily in the context of ATM networks. We made use of VPs in the flow aggregation area, and PNNI routing motivated the framework for our hierarchical routing scheme. However, it is unclear at this time whether ATM will prevail as the network technology of choice. As argued in Chapter 1, whatever architecture prevails, it is likely that it will at least appear to be connection-oriented at the call level because of resource reservations and call admission. If this is the case, much of our work will be relevant to future broadband networks.

For instance, aggregation of multicast demands is useful in any context where multicast applications need resource reservations to meet their QoS requirements, e.g., an important videoconference or live surgical images multicast to several specialists at a busy time of day. In an IP/RSVP network, based on estimates
for demands for these types of multicast applications, network resources could be pre-reserved and shared among several core-based trees, increasing the success rate for receivers who subsequently request resources dynamically through RSVP. Our pre- or post-processing step could be applied to this "layout" of core-based trees. These types of layouts would also provide a suitable setting for adaptive capacity allocation and migration.

Our implicit representation for subnetwork congestion is also flexible in its application. Independent of the routing algorithm, it could be used to ease performance monitoring by network operators as well as to provide information valuable for determining the best location for future capacity upgrades and how much we should be willing to pay for them.

The proposed hierarchical routing algorithm is at the level of the Border Gateway Protocol (BGP) in the Internet [31]. BGP implements shortest path routing for packets, so many modifications would be needed to support our scheme. However, to cope with such issues as provider selection, charging for traffic, and resource reservations through RSVP, modifications in the direction of a source routing protocol for IP flows may be forthcoming making our algorithm more viable.

### 5.3 Future research directions

In the flow aggregation area, the adaptive VP capacity allocation scheme for a mixed VP/VC switching network would need more work if signaling capacities emerge as a binding constraint. Heuristics for choosing the threshold parameters and performance evaluation through simulations would be topics of importance.

In the network aggregation area, there are several topics for future research directly related to our routing algorithm, including

- extensions to more than two levels of hierarchy,
- the optimal subnetwork size and switch arrangement to achieve the best tradeoff between accuracy and reduced overheads,
- the robustness of the implied costs and routing to link failures,
- investigation of the need to reserve capacity for local traffic using trunk reservation, and
- the role of our algorithm in a layered approach to IP over ATM routing [18].

One issue that has not been addressed at length in this dissertation is heterogeneity in QoS requirements. We have assumed a homogeneous model with unit bandwidth per connection and have outlined extensions to multiservice networks where multiple bandwidth classes are offered. Several additional questions arise in a multiservice environment such as what types of flows should we aggregate (video, video plus audio, web traffic, etc.)? Is it ever a problem that the Erlang fixed point is no longer guaranteed to be unique?

Another fundamental issue is the choice of network versus user optimization in QoS-sensitive routing. Our proposed algorithm lies in the class of network optimal algorithms. Greedy shortest path algorithms are user optimal in the sense that the best route is chosen from the user's perspective without regard to the overall system effect. Our general feeling is that shortest path routing of high-level flows may lead to instabilities in a large-scale network [24, 39]. If this is true, algorithms based on implied costs would be essential to ensuring good performance in future broadband networks.
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[^19]
[^0]:    ${ }^{1}$ We will use the term complexity to loosely discuss a variety of problems related to the number of flows and/or size of future large-scale networks.

[^1]:    ${ }^{2}$ Source: Network Wizards (www.nw.com).

[^2]:    ${ }^{3}$ Alternatively, resource reservations in the current Internet can be thought of as occurring implicitly for a packet right before being served at a router.

[^3]:    ${ }^{1}$ Of course, one destination set does not have to be a subset of another, but this case leads to the simplest algorithms and the greatest potential savings. In the more general case, a shared VP tree would have to reach destinations in the smallest set containing both $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$.

[^4]:    ${ }^{2}$ Note that aggregating demands and sharing a tree will increase the population of sources requesting access to the tree and will serve to strengthen this assumption.

[^5]:    ${ }^{3}$ Note that if we tried to optimize in terms of the link capacity standard deviation or the number of trees instead of the total required capacity, we would always end up with one tree.

[^6]:    ${ }^{1}$ Some of todays ATM core switches support voice using various compression techniques and silence detection to extract the benefits of statistical multiplexing and substantially increase the number of connections that can be supported.
    ${ }^{2}$ Statistical multiplexing would increase the number of concurrent connections that can be admitted more than linearly as the line rates increase, but as they achieve truly high capacities, the growth would eventually become linear.

[^7]:    ${ }^{3}$ Note the demand, measured in Erlangs, i.e., average connection requests per mean connection holding time, is also a rough estimate for the average number of concurrent connections in the system.

[^8]:    ${ }^{4}$ One realistic example of a single-service environment is a single-class embedded network. Alternatively, our model is roughly equivalent to a network with very high bandwidth links where the real resource constraint is that of labels (e.g., virtual path or virtual circuit identifiers) for connections on links. The unit bandwidth requirement per call can be considered to be an effective bandwidth [16, 40].

[^9]:    ${ }^{5}$ At integer values of $x_{v}$, define the derivative of $E\left(\rho_{v}, x_{v}\right)$ with respect to $x_{v}$ to be the left derivative.

[^10]:    ${ }^{6}$ Note that this requires coordination because the revenue sensitivities depend on the network topology, routes, and loads at that moment in time.

[^11]:    ${ }^{7}$ We will say that we are changing layouts if at least one VP is being created or destroyed. This distinction is, in reality, arbitrary as the same algorithm is used for migration whether or not the layout is being changed. We make the distinction because changing VP layouts will, in general, take longer than incremental capacity adjustments, and in practice, it is expected that the VP layout will be changed less frequently than the VP capacities, as the creation or destruction of VPs causes additional overhead.

[^12]:    ${ }^{1}$ In loose source routing, only the high-level path is specified by the source. The detailed path through a remote peer group is determined by a border switch of that peer group.

[^13]:    ${ }^{2}$ These nodes are peer groups in their own right, but we use the term "node" here to avoid confusion with the peer groups at the next level of the hierarchy.

[^14]:    ${ }^{3}$ In our model, effective bandwidth $[16,40]$ allocation is used to control queueing delays which translates to a limit on hop counts plus propagation delay in order to satisfy a given delay bound.

[^15]:    ${ }^{4}$ Extensions to multiservice networks will be presented in Sec. 4.8.
    ${ }^{5}$ There may be multiple links connecting the border switches of two peer groups. This set of one or more interconnecting links is considered to be a separate aggregated node in our model.
    ${ }^{6}$ In general, these routes might include multicast routes.

[^16]:    ${ }^{7}$ At integer values of $C_{j}$, define the derivative of $E\left(\rho_{j}, C_{j}\right)$ with respect to $C_{j}$ to be the left derivative.

[^17]:    ${ }^{8}$ Similarly, we define $\mathbb{E}[(c-\tilde{c}) / c]=\sum_{j \in \mathcal{I}}\left(\rho_{j}\left(c_{j}-\tilde{c}_{j}\right) / c_{j}\right) / \sum_{j \in \mathcal{I}} \rho_{j}$.
    ${ }^{9}$ The revenue sensitivity values presented in this section are computed using the surplus values $s$. Using $s^{\prime}$ or $\tilde{s}$ results in slightly different values but the same relative ordering.

[^18]:    ${ }^{10}$ Using a certain single-link blocking function, convergence to a unique fixed point was recently proved in the light load regime only [73].
    ${ }^{11}$ Note that when multiple service types are carried between two points, we assign various routes that may follow the same path.

[^19]:    ${ }^{1}{ }^{\mathrm{LAT}} \mathrm{T}_{\mathrm{E}} \mathrm{X} 2 \varepsilon$ is the latest version of $\mathrm{LAT}_{\mathrm{E}} \mathrm{X}$, a document preparation system developed by Leslie Lamport as a special version of Donald Knuth's $\mathrm{T}_{\mathrm{E}} \mathrm{X}$ program. $\mathrm{T}_{\mathrm{E}} \mathrm{X}$ is a trademark of the American Mathematical Society.

