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Spatial Spectrum Reuse in Wireless Networks

Design and Performance

Yuchul Kim, Ph.D.

The University of Texas at Austin, 2011

Supervisor: Gustavo de Veciana

This dissertation considers the design, evaluation and optimization of algorithms/

techniques/ system parameters for distributed wireless networks specifically ad-hoc

and cognitive wireless networks.

In the first part of the dissertation, we consider ad-hoc networks using opportunistic

carrier sense multiple access (CSMA) protocols. The key challenge in optimizing the

performance of such systems is to find a good compromise among three interdepen-

dent quantities: the density and channel quality of the scheduled transmitters, and

the resulting interference seen at receivers. We propose two new channel-aware slot-

ted CSMA protocols and study the tradeoffs they achieve amongst these quantities.

In particular, we show that when properly optimized these protocols offer substan-

tial improvements relative to regular CSMA – particularly when the density of nodes

is moderate to high. Moreover, we show that a simple quantile based opportunis-

tic CSMA protocol can achieve robust performance gains without requiring careful

parameter optimization.

In the second part of the dissertation, we study a cognitive wireless network where li-

censed (primary) users and unlicensed ‘cognitive’ (secondary) users coexist on shared
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spectrum. In this context, many system design parameters affect the joint perfor-

mance, e.g., outage and capacity, seen by the two user types. We explore the per-

formance dependencies between primary and secondary users from a spatial reuse

perspective, in particular, in terms of the outage probability, node density and joint

network capacity. From the design perspective the key system parameters determin-

ing the joint transmission capacity, and tradeoffs, are the detection radius (detection

signal to interference and noise power ratio (SINR) threshold) and decoding SINR

threshold. We show how the joint network capacity region can be optimized by vary-

ing these parameters.

In the third part of the dissertation, we consider a cognitive network in a hetero-

geneous environment, including indoor and outdoor transmissions. We characterize

the joint network capacity region under three different spectrum (white space) detec-

tion techniques which have different degrees of radio frequency (RF) - environment

awareness. We show that cognitive devices relying only on the classical signal energy

detection method perform poorly due to limitations on detecting primary transmit-

ters in environments with indoor shadowing. This can be circumvented through direct

use (e.g., database access) of location information on primary transmitters, or better

yet, on that of primary receivers. We also show that if cognitive devices have posi-

tioning information, then the secondary network’s capacity increases monotonically

with increased indoor shadowing in the environment.

This dissertation extends the recent efforts in using stochastic geometric models to

capture large scale performance characteristics of wireless systems. It demonstrates

the usefulness of these models towards understanding the impact of physical /medium

access (MAC) layer parameters and how they might be optimized.
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Chapter 1

Introduction

Evolving wireless communication and networking technologies have enabled various

types of distributed wireless networks such as ad-hoc, mesh, sensor, and peer-to-

peer networks. Supporting a large number of concurrent users with high data rate

while meeting fairness objectives in such networks involves devising resource sharing

mechanisms that can effectively utilize limited resources such as spectrum, time, code,

or space.

In this dissertation, we are particularly interested in the achievable spatial reuse

for wireless networks sharing a common spectrum resource. In wireless settings with

radio signal transmitters and receivers, unlike other resources, space is not divisible

into discrete units due to the continuity of signal/interference propagation. Thus,

spectrum sharing is highly impacted by the achievable spatial reuse for wireless de-

vices, and it is crucial towards achieving high performance especially in a network

where nodes are distributed across large areas. A network with a high spatial reuse

capability allows a large number of users to transmit concurrently, which consequently

provides high throughput to individual nodes.

Spatial reuse is affected by numerous factors, some of which are controllable. Con-

trollable factors are usually given as tunable system parameters or design choices: for

example, medium access control (MAC) protocols, transmit power, decoding SINR

threshold, carrier sensing threshold, etc. While un-controllable factors are usually ex-

ternal factors from environment such as channel fading and shadowing, existence of

interfering heterogenous devices, random placement of nodes, etc; which are usually

treated as uncertainties under which devices must operate.
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Considering the above factors, a key challenge is to design such networks to achieve

high performance and robustness while keeping cost/design complexity low. In this

dissertation, we study the impact of such factors on system design and performance,

in particular from a spatial reuse perspective in the context of ad-hoc and cognitive

networks. Below, we briefly summarize the content of this dissertation.

In Chapter 2, we examine the potential benefits of taking advantage of dynamic

channel variations between transmitter and receiver pairs. It is known that oppor-

tunistic transmissions, i.e., exploiting channel that are good, can achieve significant

performance gains due to multi-user diversity [17, 25, 59, 90–92, 107]. We apply and

extend this general idea to ad-hoc networks and study how channel variations can

be exploited to improve spatial reuse. Specifically, we consider nodes randomly dis-

tributed in space who contend to transmit with neighboring nodes using CSMA pro-

tocols. We consider two opportunistic CSMA protocols using different strategies to

exploit channel variations. Both protocols require status feedback from each receiver

to its associated transmitter, and thus incur a certain amount of overhead. However,

it turns out that the gain realized by our opportunistic protocols, in terms of both

spatial reuse and spatial fairness, is significant relative to non-opportunistic protocols,

and thus we argue that opportunistic MAC protocols offer an attractive choice to im-

prove spatial reuse performance even with the increased design complexity/overheads

they would require.

In Chapter 3, we consider spectrum/space sharing among two different types of

nodes with different access priorities and study how system parameter optimiza-

tion affects the spatial reuse performance in the context of cognitive networks. In

such networks, devices called cognitive radios share the spectrum with licensed de-

vices. However, in doing so, cognitive radios must protect licensed devices from their

potentially harmful transmissions/interference [8, 35, 44, 83, 123]. To that end, the

cognitive radios transmit only if they detect the absence of licensed nodes in their

neighborhoods. In such a scenario, it turns out that the system parameters have a

2



huge impact on both detection/sensing and spatial reuse performance of cognitive

networks. Transmit power, detection threshold, and decoding threshold are the key

system parameters which we optimize to maximize the spatial reuse performance of

cognitive networks while satisfying the protection requirement. We show that the

spectrum/space sharing capability can be significantly improved by adjusting the

system parameters.

In Chapter 4, we further explore cognitive networks and study the impact of ad-

ditional information on the spatial reuse performance of cognitive networks. Specifi-

cally, we consider nodes randomly located either indoor or outdoor. The randomness

of nodes’ locations requires cognitive devices to be more conservative in their detec-

tion/transmission operations for protecting licensed nodes, and accordingly in such

an environment cognitive networks exhibit poor performance.

In this dissertation we show that various additional information can remove en-

vironmental uncertainties and improve the spatial reuse performance of cognitive

networks. Specifically, we consider three white space/spectrum detection techniques

with different degrees of knowledge of the radio frequency environment:

• signal energy detection;

• positioning-assisted detection;

• and, receiver location-aware detection techniques.

As expected that the more information is available to the cognitive nodes, the higher

the spatial reuse performance they can achieve. More specifically, we quantify the

relative gains of these methods measured in terms of the joint network capacity region

of the licensed and the cognitive networks. This exhibits the fundamental tradeoff

between the spatial reuse performance of two coexisting networks.

3



In summary, we study the spatial reuse performance of wireless networks with a

large number of nodes randomly distributed in space, specifically focusing on the im-

pact of MAC protocols, optimal parameter selection, and side information regarding

the environment.
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Chapter 2

Spatial Reuse and Fairness of Mobile Ad-Hoc

Networks with Channel-Aware CSMA Protocols

2.1 Introduction

Evaluating and optimizing the capacity of wireless ad-hoc networks has been one

of the goals of the networking and information theory research communities for a

last decade. Due to the inherent randomness in such networks, e.g., locations of

nodes, wireless channels, and node interactions governed by protocols, researchers

have developed stochastic models that can parsimoniously capture the uncertainty of

such environments while still giving insight on system performance and optimization.

Work based on stochastic geometric models have perhaps been the most successful

in terms of providing reasonably realistic, yet mathematically tractable, results, see

e.g., [13, 51, 113]. This chapter leverages this line of work to study the performance

of networks operated under two channel-aware slotted CSMA type protocols.

One of the important factors determining the capacity of a wireless network is the

degree of spatial reuse; this is mainly determined by the associated medium access

control protocol. The following basic protocols: ALOHA, Opportunistic ALOHA

(O-ALOHA), and CSMA have been studied in detail in literature. We discuss these

briefly below.

ALOHA is a basic MAC protocol in which spatially distributed nodes simply trans-

mit with some probability p. A mathematical model for a spatial version of an

ALOHA based wireless ad-hoc network is detailed in [13]; various extensions cap-

turing the impact of modulation techniques on the transmission capacity have been

5



studied, see e.g., [113]. Because transmitters contend independently, the transmission

probability p should be properly chosen as a function of node density so as to achieve

a high spatial reuse. This involves finding a compromise between a high density of

transmitters and associated excessive interference which deteriorates the quality of

transmissions and accordingly leads to low spatial reuse.

In [10, 112], the performance of an opportunistic version of spatial ALOHA (O-

ALOHA)1 was evaluated. In their models, only qualified transmitters, namely nodes

whose channel quality to their associated receivers exceeds a threshold γ, can transmit

with probability p. The resulting spatial reuse is thus affected by both parameters.

When properly tuned, this simple channel-aware MAC can increase spatial reuse by

roughly 40% relative to simple ALOHA.

Although O-ALOHA can dramatically increase spatial reuse, by qualifying nodes

seeing good channels, it still suffers from collisions which limits its performance. Un-

like (O-)ALOHA, carrier sense based medium access (CSMA) protocols achieve high

spatial reuse by coordinating transmissions. In [11, 87], a modified Matérn hardcore

process model for a spatial slotted CSMA protocol was introduced. Each node con-

tends with its ‘neighbors’ via a uniformly distributed contention timer. The node

with the earliest timeout wins. As a result the transmitters end up being nicely sep-

arated, see e.g., Fig. 2.1. Based on this model, CSMA is shown to increase spatial

reuse by roughly 25% over basic ALOHA.

In this chapter, we extend the CSMA ad-hoc network model introduced in [11]

to study two simple channel-aware MAC protocols. In the first scheme, named op-

portunistic CSMA (O-CSMA), we use a channel quality threshold γ, as introduced

in [10,112], to qualify nodes to participate in the CSMA contention process. Optimiz-

ing performance of such networks requires selecting γ as a function of node density and

1The ALOHA considering channel state information (a.k.a opportunistic ALOHA) in single hop
network was introduced and studied in [7, 94].
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Figure 2.1: A realization of modified Matérn hardcore process : Blue points are the
realization of marked Poisson point process where each point has an independent
identically distributed mark denoting its timer value in [0, 1]. If a point has the
smallest timer value in its neighborhood (neighborhood is not shown here but formally
defined later in (2.3)), then, it is selected as a CSMA transmitter. Selected CSMA
transmitters were drawn inside boxes.
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channel variation distributions. In the second scheme called quantile-based CSMA

(QT-CSMA), nodes contend based on the quantile of the channel quality to their as-

sociated receivers. Doing so allows nodes to transmit when their channel is the ‘best’

in their neighborhood. This also ensures that each node gets a fair share of access

opportunities among the nodes in its neighborhood, and circumvents the problem of

choosing a density dependent qualification threshold. This is particularly desirable if

channel statistics seen across nodes are heterogeneous. Quantile-based scheduling ap-

proaches for downlinks in cellular networks were introduced and studied in [17,90–92]

and in the wireless LAN setting in [25, 59].

The performance metrics considered in this chapter are spatial averages of net-

work performance, which means the performance metric captures an average over

possible realizations of nodes’ locations. This is particularly meaningful, since in

real world scenarios nodes are irregularly placed and/or motion might make a perfor-

mance metric which is a function of nodes’ location is less informative. To that end,

we characterize the performance as seen by a typical node using tools from stochastic

geometry together with analytical/numerical computation methods.

Contributions This chapter makes the following four contributions.

First, to our knowledge, this is the first attempt to evaluate CSMA-based oppor-

tunistic MAC protocols, namely O-CSMA and QT-CSMA, in a stochastic geometric

framework. Our approach captures the delicate interactions between the channel gains

and interference statistics underlying the performance of opportunistically scheduled

nodes in ad-hoc networks.

Second, we evaluate the sensitivity of spatial reuse to various protocol parame-

ters, showing a clear advantage of QT-CSMA over O-CSMA which in turn have

substantially better performance than simple ALOHA based schemes. To that end,

we characterize the interplay between the density of active transmitters and the qual-

ity of transmissions as the function of qualification threshold γ and carrier sensing
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threshold ν. In addition, we explore the maximum achievable spatial reuse under

O/QT-CSMA in asymptotically dense networks by scaling γ as the function of node

density. We show that both O/QT-CSMA exhibit a ‘phase transition’ phenomenon

for spatial reuse depending on the scaling of γ.

Third, this work is the first to evaluate the spatial fairness realized by these proto-

cols and to find that QT-CSMA can achieve better fairness than CSMA. Specifically

we introduce and quantify a spatial fairness index among sets of nodes sharing the

same number of neighbors, and which captures the impact of from random node

placement.

Finally, we study tradeoffs between spatial fairness and spatial reuse, and compare

the Pareto-frontier of O-CSMA and that of QT-CSMA. In this framework, we also

evaluate the performance of O-ALOHA, (pure) ALOHA and (pure) CSMA as special

cases. In particular, we show that quantile-based CSMA without a qualification step

(Q0-CSMA) achieves a performance comparable to that of O/QT-CSMA in terms of

both fairness and the density of successful transmissions, which is then a robust and

attractive choice from an engineering perspective. We present some initial discussion

of implementation consideration for such a protocol.

Related Work The two-hop wireless network studied in [46] is perhaps the first

analytical model for a multi-hop wireless network. A similar model was used in [104,

105] to study the performance of slotted ALOHA and CSMA protocols respectively.

Subsequently [106] and [18] have considered general multi-hop wireless networks.

The Markovian model for a multi-hop CSMA wireless network introduced in [18]

has been the basis of much subsequent work. The network is modeled as a graph,

where each node denotes a transmitter and if a pair of transmitters can interfere with

each other’s receivers they are connected by an edge. Thus viable sets of transmitters

correspond to independent sets. A MAC protocol can be modeled as a Markov chain

9



over independent sets, whose stationary distribution captures the long run perfor-

mance seen by nodes, but is hard to evaluate.

This idealized model was later extended and widely used to show various insights

on system behavior and performance [111] [33] [32] [109] [108] [34]. In [111], vari-

ous throughput approximations for CSMA/CA based networks are developed, and

various fairness driven scheduling methods are proposed and evaluated. The authors

show that on a simple linear network with three nodes, CSMA/CA can be very un-

fair when nodes are aggressively accessing the medium. This problem arises due to

location dependent contention in the multi-hop network setting, and can be serious

since it can lead to node starvation [82] [42]. Based on the Markov chain model

in [18] and [111], [33] studies the impact of asymmetry or so-called border effects

and carrier sensing ranges on fairness in a linear topology. The authors confirm that

unfairness is due to asymmetry in the network topology, which implies that unfair-

ness can be removed, to a large extent, by either increasing the size of 1D networks

or making carrier sense range larger than the receive range. However, it turns out

that, in 2D grid networks, a phase-transition like phenomenon occurs whereby unfair-

ness in a large network arises sharply if the intensity of nodes’ access is sufficiently

high [32]. The emergence of this phenomenon is a result of the regular structure

of the grid-network and it vanishes as the network becomes irregular. Still CSMA-

based networks exhibit various degrees of unfairness. To explore how to make the

CSMA network fair, [109] [108], introduce a Markov chain model, with node-specific

access intensities which equalize the per-node throughput. This approach was also

used in [86], which introduced a framework translating various fairness objectives

to corresponding contention resolution algorithms. The above described Markovian

model is simple enough and somewhat tractable, so widely accepted. However, the

Markovian model is too idealized to incorporate various PHY/MAC parameters and

random factors such as node locations, fading channels2 and aggregate interference

2Note that random fading is crucial for studying opportunistic scheduling.
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at receivers, all of which have a substantial impact on the performance of individual

nodes and the overall network.

With the introduction of the IEEE 802.11 protocol, several researchers have at-

tempted to analyze multi-hop wireless networks using the IEEE 802.11. [24] was one

of the early efforts which provided an analytical model for a given fixed network and

computed the lower bound on the sum throughput of transmitter-receiver pairs for

a given network. However, the model’s simplified physical layer, so-called protocol

model, does not take into account the impact of aggregate interference. Later, [21]

provided a more sophisticated model which takes into account various PHY and MAC

layer parameters. The authors linearly approximated the access probability of indi-

vidual nodes as a function of its success probability and found a linear system like

relationship between success probabilities and transmission probabilities of nodes in

a given network. This gives a reasonable approximation of the per-node through-

put, however, the work does not reveal how the system is affected by various system

parameter selections or the inherent randomness in wireless environment. Further-

more performance is evaluated for a given fixed network, which is less informative

considering mobile nature of wireless nodes.

The above limitations - i.e., not taking into account random fading channel, random

node locations, impact of aggregate interference, and capture effect3 - are naturally

addressed in research based on stochastic geometric models, see e.g., [13,51,102,113],

on which our work is based. In this line of work, the performance metrics of interest

is an average over random environments (including fading, node locations, protocols,

etc), which can be more informative in terms of representing typical behavior. Specif-

ically the CSMA related work of [11] and [87] used a spatial point process to model

spatially distributed wireless nodes using a CSMA-like MAC protocol. These works

successfully approximated the statistics of the aggregate interference resulting from

3If two transmitters happen to send their packets to the same receiver, the one with a higher
signal strength can be received with non-zero probability. This is called as a capture effect.
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CSMA-like MAC nodes by those of a non-homogeneous Poisson point process inter-

ferers. The approximation was validated via simulation and was shown to match well.

However, characterizing the exact interference statistics is still very hard and has re-

mained an open problem. As a response to this, subsequent work in [41,45] suggested

an alternative approximation for the performance of CSMA nodes which is accurate

for asymptotically sparse networks. The carrier sense mechanism models have also

been successfully used to study cognitive radio networking scenarios in [65, 68, 88].

Our work is different from the above work in the following aspects. First, we

build upon the CSMA model in [11] incorporating opportunistic scheduling schemes.

We consider the dependency between the channel gain of a scheduled node and the

activity of the surrounding nodes (or accordingly the statistics of interference), which

has to our knowledge not been explored before. Second, we consider the fairness

for slotted (or synchronized) CSMA networks. In particular, we study how system

parameters and opportunistic CSMA protocols can change the fairness characteristics

of the slotted CSMA network.

2.1.1 Organization

In Section 4.2, we describe our system model, including details for our two proposed

opportunistic MAC protocols. Two spatial performance metrics of interest (spatial

reuse and fairness) are introduced in Section 2.3. In Section 2.4, the transmission

and success probability of a typical node under the two MAC protocols are derived.

These will be used later to compute the two performance metrics. In Section 2.5,

we compare the numerical results for the spatial reuse of O-CSMA and QT-CSMA

networks under three node density regimes, and in Section 2.6, the fairness of such

networks is evaluated and tradeoffs between spatial reuse and fairness are considered

under various parameter values. 4.9 concludes the chapter.
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2.2 System Model

2.2.1 Node Distribution and Channel Model

We model an ad-hoc wireless network as a set of transmitters and their correspond-

ing receivers. Transmitters are distributed in R2 as an independently marked homo-

geneous Poisson Point Process (PPP) Ψ = {Xi, Ei, Ti,Fi,F
′
i}, where Φ ≡ {Xi}i≥1 is

the PPP with density λ denoting the set of transmitters or their locations in R2 and

Ei is an indicator function which is equal to 1 if a node Xi transmits and 0 otherwise.

The value of Ei is governed by the medium access protocol used and the activity of

other nodes {Xj}j 6=i. We assume that the receiver of each transmitter is located r

meters away from the transmitter. The direction from a transmitter to its receiver

is randomly distributed, i.e., uniformly on [0, 2π]. Throughout this chapter, we only

consider the performance as seen by a typical receiver.

Let Fi = (Fij : j) be a vector of random variables Fij denoting the fast fading chan-

nel gains between the ith transmitter and the receiver associated with jth transmit-

ter. In particular, Fii denotes the channel gain from ith transmitter to its associated

receiver. We assume that Fij are symmetric, i.e., Fij = Fji and independent and iden-

tically distributed (i.i.d.) with mean µ−1, i.e., Fij ∼ F (For two random variables A

and B having the same distribution, we write A ∼ B.), with cumulative distribution

function (cdf) G (x) = P (F ≤ x). Let F′
i =

(
F ′
ij : j

)
be the vector with coordinates

F ′
ij , where F

′
ij is the random variable denoting fading gain between the ith transmitter

and the jth transmitter. The random variable F ′
ij are assumed symmetric and i.i.d,

i.e., F ′
ij = F ′

ji and F ′
ij ∼ F . In this chapter, we only consider the Rayleigh fading

case where F has an exponential distribution with cdf G (x) = 1 − exp{−µx} for

x ≥ 0, but other fading models could be considered. Let ‖x‖ denote the norm of

the vector x ∈ R2 and l(‖x− y‖) = ‖x− y‖α be the path loss between two locations

x ∈ R2 and y ∈ R2 with pathloss exponent α > 2. Then, the interference power that

the jth receiver at location y experiences from the ith transmitter at location x is

Fij/l (‖x− y‖).
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2.2.2 Signal to Interference Ratio Model

The performance of a receiver is governed by its signal to interference plus noise

ratio (SINR). Under the model given above, the SINR seen at the i-th receiver is

SINRi =
Fii/l (r)

IΦ\{Xi} +W
, (2.1)

where IΦ\{Xi} =
∑

Xj∈Φ\{Xi}EjFji/l (‖Xi −Xj‖) is the aggregate interference power,

or so-called shot noise, and W is the thermal noise. We shall focus on interference

limited networks, when the impact of thermal noise is comparatively negligible. In

this chapter we focus on such a regime and let W = 0. The reception model we

consider is the so-called outage reception model, where a receiver can successfully

decode a transmission if its received SINR exceeds a decoding threshold t, i.e., the

i-th receiver gets log (1 + t) bits per second (bps) per transmission if SINRi > t and

zero otherwise4.

2.2.3 Carrier Sense Multiple Access Protocols

We consider a slotted CSMA network, where nodes compete with each other to

access a shared medium. Carrier sensing is followed by data transmission at each

slot. Each node contends with its ‘neighboring’ nodes using a (uniformly distributed

on [0, 1]) timer value. The timer value is independent of everything else and each node

transmits if it has the smallest timer value in its neighborhood and defers otherwise.

CSMA provides a way to resolve contentions among nodes but does not take advantage

of channel variations. In what follows, we introduce two distributed opportunistic

CSMA protocols which take advantage of channel variations amongst transmitters

4Instead of outage model, one can consider SINR model, where the performance of a typical
receiver is given as E0 [log(1 + SINR0)] bits per second where SINR0 is the SINR of a typical
receiver [10]. This is an appropriate model for wireless devices using adaptive modulation and
coding technique. In this chapter, we consider the outage model for simplicity, but it can be easily
extended to the adaptive modulation model.

14



and their receivers: opportunistic CSMA (O-CSMA) and Quantile-based CSMA (QT-

CSMA).

Under O-CSMA, nodes whose channel gains are higher than a fixed threshold γ

qualify to contend; we call this the qualification process. We assumed that chan-

nel feedback from each receiver is available to its associated transmitter each slot.

Qualified nodes in turn, contend for transmission with their neighbors on that slot.

Specifically, let Φγ = {Xi ∈ Φ | Fii > γ} denote the set of qualified nodes or con-

tenders. Note that Φγ is a subset of Φ which is generated by independent marks with

probability

pγ = P(F > γ), (2.2)

so it is a homogeneous PPP with density λγ ≡ λpγ. Each contender Xi ∈ Φγ has a set

of qualified nodes with which it contends. We say two transmitters Xi and Xj contend

if the received interference they see from each other is larger than the carrier sensing

threshold ν, i.e., if F ′
ij/l(‖Xi −Xj‖) > ν and by symmetry F ′

ji/l(‖Xi −Xj‖) > ν.

We call the set of contenders of a node its neighborhood and denote it by

N γ
i =

{
Xj ∈ Φγ : F ′

ji/l(‖Xi −Xj‖) > ν, j 6= i
}
. (2.3)

Contending nodes are not allowed to transmit simultaneously since they can poten-

tially interfere with each other. To avoid collisions, every slot each node Xj in Φγ

picks a random timer value Tj which is uniformly distributed on [0, 1]. At the start of

each time slot node Xj starts its own timer which expires in Tj seconds. Each node

senses the medium until it own timer expires. If no node (in its neighborhood) begins

transmitting prior to that time, then, it starts transmitting, otherwise it defers. Un-

der this mechanism, a node transmits only if the node’s timer value is the minimum

in its neighborhood, i.e., when Ti is equal to minj:Xj∈N γ
i ∪{Xi} Tj .

Note that the qualification process is a mechanism selecting nodes with high channel

gains. Thus, all qualified nodes have channel gains larger than γ. The posterior
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channel distribution after qualification is F conditioned on that F > γ, so given by a

shifted exponential distribution

Gγ(x) ≡ P(F < x | F > γ) = (1− exp{−µ(x− γ)})1{x ≥ γ}. (2.4)

The qualification process not only increases the signal strength but also reduces the

amount of interference, and therefore we can expect successful transmissions. How-

ever, the parameter γ should be chosen judiciously; otherwise there will either be too

many transmitting nodes generating too much interference or too few transmitting

nodes resulting in low spatial reuse. Neither case is desirable. Note that when γ = 0

this model corresponds to the standard CSMA one proposed in [11].

Under QT-CSMA one also has a qualification process with threshold γ. However,

the active transmitters in a neighborhood are selected based on the quantile of their

current channel gain; we refer to this as quantile scheduling. Specifically, we assume

that channel quality Fii is available to the transmitter Xi, and at each slot a qualified

transmitter Xi computes its channel quantile Qi = Gγ (Fii) using its channel gain Fii

(conditioned on that Fii > γ). This transforms the channel distribution to a uniform

distribution on [0, 1], which serves both as a relative indicator for channel quality and

to determine the timer for collision avoidance. More recently under QT-CSMAXi sets

its timer value, say Ti, to 1−Qi and starts sensing the medium until its timer expires.

If no transmitting node is detected prior Ti, then, the node accesses the medium,

otherwise it defers. In other words, node Xi transmits only if it has the highest

quantile in its neighborhood, i.e., when Qi = Qmax
i where Qmax

i ≡ maxj:Xj∈N γ
i ∪{Xi}Qj .

Let Fmax
i,γ = G−1

γ (Qmax
i ) be the channel fade of a transmitting node Xi or the channel

fade given node Xi transmits, where G−1
γ (·) is the inverse function of Gγ(·). Let

Nγ
i = |N γ

i | for simplicity; then Fmax
i,γ is a Nγ

i + 1st order statistic, i.e.,

Fmax
i,γ = max

[

F1,γ , F2,γ, · · · , FNγ
i +1,γ

]

, (2.5)

whose distribution conditioned on Nγ
i = n is given by

P
(
Fmax
i,γ ≤ x | Nγ

i = n
)
= (1− exp{−µ(x− γ)})n+1 1{x ≥ γ}. (2.6)
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Note that QT-CSMA further exploits opportunism beyond the qualification process.

Unlike O-CSMA, a QT-CSMA node transmits only when it has the best channel con-

dition in its neighborhood, which should further improves its likelihood of successful

transmission. One may surmise that QT-CSMA may work well even without qualifi-

cation process since the quantile scheduling will fully take advantage of opportunistic

gain from many nodes (so-called multi-user diversity). This will be explored later.

For that purpose, we shall denote QT-CSMA with γ = 0 by QT0-CSMA.

2.2.4 Notation

For a random variable I, let LI (s) = E
[
e−sI

]
be the Laplace transform of I. Let

‖x‖ be the magnitude of x ∈ R2. Given a countable set C, let |C| be the cardinality of

C. Let 1{·} denote the indicator function and let Bl ≡ b(0, l) denote a ball centered

at the origin with radius l. R+ denotes the set of non-negative real numbers. Let Φ be

a stationary point process and Y be a property of Φ. We will use below the reduced

Palm probability P!0 of Φ. Intuitively, the probability that Φ satisfies the property Y
under P!0 is the conditional probability that Φ\ {0} satisfies property Y given that Φ

has a point at 0. This will be denoted as follows: P0(Φ\{0} ∈ Y) = P
0!(Φ ∈ Y). We

define Φ0 as a point process Φ given 0 ∈ Φ. E0 denotes Palm expectation, which is

interpreted as the conditional expectation conditioned on a node at the origin [12,102].

2.3 Performance Metrics

The two key performance metrics of interest in this chapter are spatial reuse and

spatial fairness. The former measures how efficiently the frequency is reused or trans-

missions are packed by a given MAC protocol and the latter measures how fairly this

is done across nodes in the network. We formally define these performance measures

below.
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Table 2.1: Summary of notations

Xi i-th transmitter or its location in R
2

Φ Poisson point process denoting the set of transmitters {Xi}i≥1.

λ Density of nodes in Φ

F Generic exponential random variable with mean 1/µ denoting short term fading gain

Fij(= Fji) Short term fading gain between transmitter Xi and the receiver associated with Xj

F ′
ij(= F ′

ji) Short term fading gain between transmitter Xi and the transmitter Xj

γ Qualification threshold

pγ Probability that a transmitter to qualify (= P (F > γ))

Φγ Set of qualified transmitters

Gγ(·) Cdf of random variable Fγ

Φγ
M Set of active transmitters

Φγ0
M Set of active transmitters Φγ

M given 0 ∈ Φγ
M

ν Carrier sensing threshold

Fγ Fading gain of O-CSMA

t Decoding threshold

λγ Density of qualified transmitters (= λpγ)

Nγ
0 Size of neighborhood of a typical node

Fmax
0,γ (Nγ

0 + 1) Fading gain of a typical QT-CSMA transmitter when the size of its neighborhood is Nγ
0

r Distance between a transmitter and its associated receiver

Nγ
s,0 Size of neighborhood of typical node under the assumption F ′

ij = E[F ] in Section 2.6.1

IΦγ0

M
\{0} Aggregate interference power from transmitters in Φγ0

M\{0}
In,x
Φγ0

M
\{0}

Aggregate interference power from transmitters in Φγ0
M\{0} conditioned on that the associated

typical node has Nγ
0 = n contenders and it has channel gain Fmax

0,γ (Nγ
0 + 1) = x

λdens Asymptotic density of active transmitters

Φcsma
M Point process of active CSMA transmitters with density λdens

IΦcsma0

M
\{0} Aggregate interference power from transmitters in Φcsma0

M \{0}
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2.3.1 Spatial Reuse

As a measure of spatial reuse, we will use the density of successful transmissions

which is defined as the mean number of nodes that successfully transmit per square

meter. This is given by

dsuc = λptxpsuc, (2.7)

where λ denotes the density of transmitters, ptx denotes the transmission probability

of a typical transmitter, and psuc denotes the transmission success probability. This

metric not only measures the level of spatial packing through λptx but also the quality

of transmissions through psuc, which captures the interactions (though interference)

among spatially distributed nodes.

Other relevant metrics, such as transmission capacity [113] given by log(1+t)λptxpsuc

or throughput density [10] given as E[log(1 + SINR)]λptx, could be used instead of

(2.7), however we focus on (2.7) for simplicity.

2.3.2 Spatial Fairness

In an environment where nodes are randomly distributed in space, the nodes’ loca-

tions (or topology) and protocol jointly affect the variability of interference seen at

receivers, which will in turn result in spatial non-homogeneity in nodes’ performance.

Thus, it is worthwhile to quantitatively study the impact of such variability on fair-

ness. In particular, we are interested in finding a spatial fairness index which captures

a fairness of the long-term (time-averaged) performance across nodes in space. To

that end, we define two types of spatial fairness indices.

The first captures the heterogeneity in performance due to nodes’ locations. Recall

that the performance of node, say Xi, is affected by the remaining nodes and their

locations, i.e. Φ\{Xi} and channel gains Fi and F′
i, where F′

i = (F ′
ij : j 6= i).

Let fi(Φ,Fi,F
′
i) be a finite value associated with Xi ∈ Φ denoting its performance.

Then, E [fi (Φ,Fi,F
′
i) | Φ = φ] denotes the time-averaged (or equivalently, the average
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w.r.t. Fi and F′
i of the) performance for Xi given Φ = φ. To evaluate the fairness

of E [fi (Φ,Fi,F
′
i) | Φ = φ] across nodes Xi ∈ Φ = φ in space we introduce Jain’s

fairness index [61], where

FI = lim
l→∞

(
∑

Xi∈φ∩Bl
E [fi (Φ,Fi,F

′
i) | Φ = φ]

)2

|φ ∩ Bl|
∑

Xi∈φ∩Bl
(E [fi (Φ,Fi,F′

i) | Φ = φ])2
. (2.8)

Given the spatial ergodicity of homogeneous PPPs, see [12], and simple algebra, it is

easy to see that (2.8) becomes

FI =
(E0 [E [f0 (Φ,F0,F

′
0) | Φ]])

2

E0[(E [f0 (Φ,F0,F
′
0) | Φ])2]

, (2.9)

where F0 and F′
0 denote the channel fading of a typical node at the origin and

accordingly E [f0 (Φ,F0,F
′
0) | Φ] denotes the performance seen by the typical node

centered at the origin.

The second fairness index captures the heterogeneity in performance across the sets

of nodes with the same size of neighborhoods. We, let f̃i(Ni,Fi,F
′
i) be a finite perfor-

mance metric associated with Xi, where Ni is the number of neighbors of Xi. Then,

E

[

f̃i(Ni,Fi,F
′
i) | Ni = n

]

denotes the time-averaged (or Fi and Fi’-averaged) value

associated with Xi given Xi has a neighborhood of size Ni = n. The corresponding

Jain’s fairness index is given as

F̃I =

(

E0
[

E

[

f̃0 (N0,F0,F
′
0) | N0

]])2

E0

[(

E

[

f̃0 (N0,F0,F′
0) || N0

])2
] . (2.10)

Unlike (2.9), (2.10) does not capture a performance variability across nodes with the

same number of contenders. However, (2.10) is a useful metric which is computable

in many cases. Depending on the performance metric f() of interest, we sometimes

have FI = F̃I. In the sequel, we will focus on F̃I as our measure of spatial fairness.
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2.4 Transmission Performance Analysis

In this section, we derive expressions for the access and transmission success prob-

abilities which in turn are used to compute the density of successful transmissions

for our opportunistic scheduling schemes. We begin by restating some known results

from [10, 11] modified to fit to our setting.

2.4.1 Previous Results

Proposition 1. (Laplace Transform of Shot-Noise for Non-homogeneous Poisson

field) [11] Let Φh = {Xi, Fi} be an independently marked non-homogeneous PPP in

R
2 with spatial density h(x)dx. Then, the Laplace transform of the associated shot-

noise interference IΦh
(r) =

∑

Xi:(Xi,Fi)∈Φh
Fi/l(‖Xi − r‖) at location r ∈ R2 is given

by

LIΦh
(r)(s) = E

[
e−sIΦh

(r)
]
= exp

{

−
∫

R2

(

1−LF

(
s

l(‖x− r‖)

))

h(x)dx

}

. (2.11)

In particular, if F is an exponential random variable with rate µ, we have

LIΦh
(r)(s) = exp

{

−
∫

R2

h(x)

1 + µ
s
l(‖x− s‖)dx

}

. (2.12)

Proposition 2. (Mean size of Neighborhood) [11] The number of neighbors of a

typical node is Poisson with mean

N̄γ
0 = E [Nγ

0 ] = E
0




∑

Xi∈Φγ\{0}
1 {Fi > νl(||Xi||)}



 = λγ
∫

R2

exp {−νµl (||x||)} dx =
2πλγΓ(2/α)

α(νµ)2/α
.

(2.13)

Proposition 3. (Conditional Transmission Probability under CSMA protocol) [11]

For the O-CSMA model given in Section 4.2 with qualified transmitter density λγ,

the probability that a qualified node x1 ∈ R
2 transmits given there is a transmitter

x0 ∈ R2 with ||x1 − x0|| = τ which transmits (i.e., wins its contention), i.e., P(E1 =
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1 | E0 = 1, {x0, x1} ⊂ Φγ , ||x1 − x0|| = τ) ≡ h(τ, λγ), is

h (τ, λγ) =

2
b(τ,λγ)−N̄γ

0

(
1−e−N̄

γ
0

N̄γ
0

− 1−e−b(τ,λγ)

b(τ,λγ)

) (
1− e−νµl(τ)

)

1−e−N̄
γ
0

N̄γ
0

− e−νµl(τ)

(

1−e−N̄
γ
0

(N̄γ
0 )

2 − e−N̄
γ
0

N̄γ
0

) , (2.14)

where

b (τ, λγ) = 2N̄γ
0 − λγ

∫ ∞

0

∫ 2π

0

e−νµ(l(x)+l(
√
τ2+x2−2τx cos θ))xdθdx. (2.15)

Proposition 4. (Plancherel-Parseval Theorem) C3.3 of [19] If σ1 and σ2 are square

integrable complex functions, i.e.,
∫

R
|σi(x)|2 dx <∞ for i = 1, 2, then

∫

R

σ1(x)σ
∗
2(x)dx =

∫

R

σ̂1(s)σ̂
∗
2(s)ds, (2.16)

where σ̂i(s) =
∫

R
σi(x)e

−2jπsxdx is the Fourier transform of σi and σ
∗
i is the complex

conjugate of σi.

2.4.2 O-CSMA

Access Probability of a Typical Transmitter The access probability is the

probability that a typical node transmits. As described earlier, under O-CSMA,

only nodes who qualify can contend, so the network after the qualification process

is indeed equivalent to a network with node density λγ. The channel distribution

function of a qualified node, say Xi is given by (2.4). Let Ei = 1{Fii > γ, Ti <

minj:Xj∈N γ
i
Tj} be the transmission indicator for Xi ∈ Φ, i.e., that it qualifies and

wins the contentions process in its neighborhood, and Φγ
M = {Xi ∈ Φ | Ei = 1} be

the set of active transmitters. We define the transmission probability of the typical

node ( at the origin ) as

poptx (λ, γ, ν) = P
0

(

F00 > γ, T0 < min
j:Xj∈N γ

0

Tj

)

. (2.17)

Note that the two events in (2.17) are independent. To compute the probability of

the second event, we condition on T0, i.e.,

P
0

(

T0 < min
j:Xj∈N γ

0

Tj

)

= E
0

[

P
0

(

T0 < min
j:Xj∈N γ

0

Tj
∣
∣T0

)]

. (2.18)
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The conditional probability within the above expectation is the probability that X0

has no neighboring node whose timer value is less than T0 for a given T0, i.e.,

P
0
(
{Xj ∈ Φ\{X0} s.t. Fjj > γ, F ′

j0 > νl (‖Xj −X0‖) , j 6= 0, Tj < T0} = ∅ | T0
)
.

(2.19)

The density measure of such nodes at location x ∈ R2 with Fjj = f1, Fj0 = f2 and

Tj = t is

Λ(dt, df1, df2, dx) = 1 {t < T0} dt1 {f1 > γ}G(df1)1 {f2 > νl (||x||)}G(df2)λdx.

Thus, the conditional void probability of such nodes, i.e., (2.19), corresponds to

exp

{

−
∫

R2

∫ ∞

0

∫ ∞

0

∫ 1

0

Λ(dm, df1, df2, dx)

}

= exp

{

−M0pγ

∫

R2

1−G (νl(||x||))λdx
}

= exp
{
−M0pγN̄0

}
. (2.20)

Substituting (2.20) into (2.18) gives

poptx (λ, γ, ν) =
1− exp

{
−pγN̄0

}

N̄0

. (2.21)

Note that the spatial mean number of contenders for a typical node under O-CSMA

is given by pγN̄0 since individual nodes qualify with probability pγ . The case with

γ = 0 (or pγ = 1) corresponds to the pure CSMA scheme without a qualification step.

Transmission Success Probability of a Typical Receiver Next, we compute

the transmission success probability of a receiver associated with a typical active

transmitter X0 at the origin:

popsuc (λ, γ, ν, t) = P
0

(

F00/l(r)

IΦγ
M\{0}

> t | F00 > γ

)

, (2.22)

where

IΦγ
M\{0} ≡

∑

Xj∈Φγ
M\{0}

Fj0/l (‖Xj − (0, r)‖) (2.23)
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is a shot noise interference. Note that the interference we consider is the shot noise

from Matérn CSMA transmitters seen by the receiver of a typical transmitter (which

is different from a shot noise seen at a random point), so, the shot noise in (2.23)

should be understand as a conditional shot noise conditioned on that 0 ∈ Φγ
M . When

we refer the shot noise outside P0(·), we will use IΦγ0
M

instead of IΦγ
M
, where Φγ0

M (the

Palm version of Φγ
M) is Φγ

M given 0 ∈ Φγ
M . Then, the shot noise of interest can be

written as

IΦγ0
M \{0} ≡

∑

Xj∈Φγ0
M \{0}

Fj0/l (‖Xj − (0, r)‖) (2.24)

For notational simplicity let Fγ be a random variable with the distribution func-

tion (2.4) which is independent of F00. Then, (2.22) can be rewritten as follows by

conditioning on Fγ:

P
0
(

Fγ > tl(r)IΦγ
M\{0}

)

= E

[

P
0
(

Fγ > tl(r)IΦγ
M\{0} | Fγ

)]

. (2.25)

Note that it is hard to compute (2.25) since Φγ0
M\{0} is a point process induced by the

qualification process followed by the CSMA protocol, which has dependency among

node locations. It is called as a Matérn CSMA process [11]. Thus, following [11], we

approximate the shot noise IΦγ0
M \{0} with IΦγ0

h \{0} =
∑

Xj∈Φγ0
h \{0} Fj0/l(||Xj − (0, r)||)

which is a shot noise seen at the receiver of X0 in a non-homogeneous PPP Φγ
h with

density λγh (τ, λγ) for τ > 0, where λγ ≡ pγλ and h(τ, λ) is the conditional probability

that a CSMA transmitter at distance τ from the origin be active conditioned on

an active CSMA transmitter at the origin with the density of nodes being λγ, see

(2.14). Since h is a function which converges to 0 as τ → 0, and converges to poptx

as τ → ∞, it captures well the modification of the interference due to the presence

of the transmitter at the origin. The h for a certain parameter sets is shown in Fig.

2.9a. Then, we have

P
0
(

Fγ > tl(r)IΦγ
M\{0}

)

≈ E

[

P
0
(

Fγ > tl(r)IΦγ
h\{0} | Fγ

)]

. (2.26)
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Let ξh(x) be the probability density function of IΦγ0
h \{0}. Then, using an indicator

function, we can rewrite right hand side of (2.26) as

E

[∫ ∞

−∞
ξh(x)1{0 < x <

Fγ

tl(r)
}dx
]

. (2.27)

Clearly 1{0 < x < Fγ

tl(r)
} is square integrable for r > 0 and t > 0, and ξh(x) is square

integrable5. We can apply Plancherel-Parseval Theorem in (2.16) to (2.27) followed

by a change of variables to get

∫ ∞

−∞
LI

Φ
γ0
h

\{0}
(2iπtl(r)s)

LFγ (−2iπs)− 1

2πis
ds. (2.28)

Noting that LFγ (s) =
µ

µ+s
e−sγ, we get

popsuc (λ, γ, ν, t) ≈
∫ ∞

−∞
LI

Φ
γ0
h

\{0}
(2iπl (r) ts)

µ
µ−2iπs

exp {2iπsγ} − 1

2iπs
ds. (2.29)

The last step is to compute the Laplace transform LI
Φ
γ0
h

\{0}
(s) which is given as

LI
Φ
γ0
h

\{0}
(s) = exp

{

−λγ
∫ ∞

0

∫ 2π

0

h (τ, λγ) τdθdτ

1 + µf (τ, r, θ) /s

}

, (2.30)

where f (τ, r, θ) = l
(√

τ 2 + r2 − 2τr cos θ
)
. Replacing (2.30) into (2.29) gives a nu-

merically computable integral form for the outage probability.

2.4.3 QT-CSMA

Access Probability of a Typical Transmitter Computing the access probability

of a typical QT-CSMA node is not much different from that of an O-CSMA node.

Under QT-CSMA, a node can transmit if its timer expires first or equivalently it has

the highest quantile in its neighborhood. Let Ei be the transmission indicator of node

Xi ∈ Φ, i.e., Ei = 1
{

Fii > γ,Qi > maxj:Xj∈N γ
i
Qj

}

. Let Φγ
M = {Xi ∈ Φs.t.Ei = 1}

5Note that the pdf of Poisson shot noise interference from Poisson transmitters with finite density
is square integrable, see [10]. The existence of a Poisson point process of which shot noise dominates
IΦγ0

h
\{0} implies that the pdf of IΦγ0

h
\{0} is square integrable.
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be a thinned version of Φ containing only active transmitters. Then, using a similar

technique as above, the access probability of a typical node X0 at the origin under

QT-CSMA is computed as follows:

pqttx (λ, γ, ν) = E
0

[
pγ

Nγ
0 + 1

]

=
1− exp

{
−pγN̄0

}

N̄0

. (2.31)

Since all Qis in (2.31) are uniform random variables, the result is the same as (2.21).

Transmission Success Probability of a Typical Receiver Next we compute

the transmission success probability of a receiver associated with a typical transmitter

X0 at the origin. To determine the success probability, we need to characterize the

fading gain Fmax
0,γ and the interference power that the receiver experiences. We shall

explicitly denote the fact that Fmax
0,γ depends onNγ

0+1 by writing Fmax
0,γ (Nγ

0+1) in what

follows. The aggregate interference from concurrent active transmitters in Φγ0
M\{0}

to the receiver of X0 is given by IΦγ0
M \{0} as (2.24). Then, the success probability of a

typical QT-CSMA receiver is written as

pqtsuc(λ, γ, ν, t) = P
0(Fmax

0,γ (Nγ
0 + 1) > tl(r)IΦγ

M\{0}). (2.32)

Unlike the case in (2.25), the Fmax
0,γ (Nγ

0 + 1) is no longer independent of the Palm

version of IΦγ0
M \{0}. To see this intuitively, consider two extreme cases. First, suppose

Fmax
0,γ (Nγ

0 +1) has a very small value, say ǫ, then, this implies the channel gains of X0’s

neighbors are concentrated within the small interval [0, ǫ]; so, the neighbors of X0’s

neighbors are not likely to defer their transmissions, which in turn means X0’s receiver

would experience somewhat stronger interference. By contrast, if Fmax
0,γ (Nγ

0 + 1) has

a large value, say ω, then, the fading gains of X0’s neighbors would be distributed on

[0, ω], which is more likely to cause their neighbors to defer. This on average makes

the interference level seen at the receiver smaller than in the previous case.

That is, IΦγ0
M \{0} depends on both Nγ

0 and Fmax
0,γ (Nγ

0 + 1). By conditioning on Nγ
0

and Fmax
0,γ (Nγ

0 + 1), (2.32) can be written as

E
0
[

P
0
(

Fmax
0,γ (Nγ

0 + 1) > tl(r)IΦγ
M\{0} | Nγ

0 , F
max
0,γ (Nγ

0 + 1)
)]

. (2.33)
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As in (2.25), we approximate IΦγ0
M \{0} for a given Nγ

0 = n and Fmax
0,γ (Nγ

0 + 1) = x by

a non-homogeneous Poisson point process Φγ
u with density λγu(n, x, τ, λ, γ), where

u(n, x, τ, λ, γ) is the conditional probability that a node y1 transmits conditioned on

following facts: 1) y0 transmits, i.e., E0 = 1, 2) Nγ
0 = n, 3) Fmax

0,γ (Nγ
0 + 1) = x or

equivalently y0’s timer value T0 is given as t0 = 1−Gγ(x), 4) both y0 and y1 belong

to Φγ , and 5) y1 is τ meter away from y0. This can be written as

u(n, x, τ, λ, γ) = P(E1 = 1 | E0 = 1, Nγ
0 = n, Fmax

0,γ (Nγ
0+1) = x, {y0, y1} ⊂ Φγ , ||y0−y1|| = τ).

(2.34)

Using the fact that 1 − Gγ(x) is one-to-one mapping from [γ,∞] to [0, 1], we can

rewrite (2.34) as

u(n, x, τ, λ, γ) = P(E1 = 1 | E0 = 1, Nγ
0 = n, T0 = t0, {y0, y1} ⊂ Φγ , ||y0 − y1|| = τ).

(2.35)

Note that the probability (2.35) is a function of n, t0, τ and λγ; so it is convenient to

use the function u′ such that

u(n, x, τ, λ, γ) = u′(n, 1−Gγ(x), τ, λ
γ).

It is shown in Appendix 2.9 that this function is given by

u′(n, t0, τ, λ) =
N̄0G(νl(τ))

n+ (N̄0 − n)G(νl(τ))

(

(1− e−t0N̄0(1−ps))

N̄0(1− ps)
+

+ (1− t0)e
−N̄0(1−ps)

n∑

k=0

k!

ηk+1

(

1− e−η

k∑

j=0

ηj

j!

)(
n

k

)

pks(1− ps)
n−k

)

,

(2.36)

with ps = ps(τ, λ) = 2− b(τ,λ)

N̄0
, and η = N̄0(1− ps)(t0 − 1).

Then, (2.33) can be approximated with

E
0
[
P
0
(
Fmax
0,γ (Nγ

0 + 1) > tl(r)IΦγ
u\{0} | Nγ

0 , F
max
0,γ (Nγ

0 + 1)
)]
. (2.37)

Let ξn,xu be the conditional pdf of IΦγ0
u \{0} given N

γ
0 = n and Fmax

0 (Nγ
0 +1) = x. Then,

(2.37) can be rewritten as

27



E
0

[∫ ∞

−∞
ξ
Nγ

0 ,F
max
0,γ (Nγ

0 +1)
u (y)1

{

0 ≤ y ≤ Fmax
0,γ (Nγ

0 + 1)

tl(r)

}

dy

]

, (2.38)

where 1
{

0 ≤ y ≤ Fmax
0,γ (Nγ

0 +1)

tl(r)

}

and ξn,xu are both square integrable, see [10]. Applying

the Plancherel-Parseval Theorem in (2.16) and performing the change of variables

gives

pqtsuc(λ, γ, ν, t) ≈ E
0

[
∫ ∞

−∞
L

I
N

γ
0
,Fmax

0,γ
(N

γ
0
+1)

Φ
γ
u\{0}

(2iπl(r)ts)
exp

{
2iπsFmax

0,γ (Nγ
0 + 1)

}
− 1

2iπs
ds

]

.

(2.39)

Note that the expectation in (2.39) is with respect to Nγ
0 and Fmax

0,γ (Nγ
0 + 1), and

In,x
Φγ0

u \{0} is a random variable with cdf P0(IΦγ
u\{0} < z | Nγ

0 = n, Fmax
0 (Nγ

0 + 1) = x).

We have

LIn,x

Φ
γ0
u \{0}

(s) = exp

{

−λγ
∫ ∞

0

∫ 2π

0

u′(n, 1−Gγ(x), τ, λ
γ)τdθdτ

1 + µf(τ, r, θ)/s

}

. (2.40)

Replacing (2.40) into (2.39) gives the numerically computable approximation of pqtsuc.

2.5 Spatial Reuse

In this section, we compare the spatial reuse achieved by O-CSMA vs QT-CSMA

in three different node density regimes. To better understand the results or the

behavior of protocols as a function of λ, γ, and ν, we first study how transmission

probability and success probability change as the functions of the parameters, and

then we compare the performance of O-CSMA and QT-CSMA. A brief performance

comparison between O-ALOHA and O-CSMA follows.

2.5.1 System Behavior in Function of System Parameters

Density of Active Transmitters λptx In Fig 2.2, we show the density of active

transmitters λptx as a function λ. As λ increases, a higher number of active trans-

mitters is achieved, which saturates to a value we will call the asymptotic density of

active transmitters.
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Definition 1. (Asymptotic density of active transmitters) For a given carrier sensing

threshold ν, the asymptotic density of active transmitters λdens(ν) is defined as

λdens(ν) ≡ lim
λ→∞

λpoptx(λ, γ, ν) = lim
λ→∞

λpqttx(λ, γ, ν). (2.41)

Note that λdens(ν) is not the function of γ, since numerator exp{−pγN̄0} in pop/qttx (λ, γ, ν)

vanishes as λ → ∞, see (2.21) and (2.31). It is easy to show that λdens(ν) = 1/N̂0,

where N̂0 = N̄γ
0 /λ

γ = E[
∫

R2 1 {F ′ > νl(||x||)} dx] is the mean neighborhood size of

a typical transmitter. Note that since each active transmitter occupies the area of

average size N̂0, intuitively, we can have at most 1
N̂0

active transmitters per unit space

in the asymptotically dense network. Note that both O-CSMA and QT-CSMA have

the same asymptotic density of transmitters λdens(ν) due to the transmitter selection

process of the CSMA protocol.

As γ increases, the density of qualified transmitters, λpγ, reduces, which accordingly

decreases λptx, but the limiting value λdens(ν) is not affected. As ν increases, the mean

occupied area gets smaller which allows a higher density of active transmitters, and

accordingly λdens(ν) increases as a function of ν.

Success Probability of O-CSMA Fig. 2.3a shows the success probability popsuc(λ, γ, ν, t)

as a function of λ for various γ and ν values. The general behavior of popsuc(λ, γ, ν, t)

is as follows. As γ increases, the signal quality at receivers improves and at the

same time the density of active transmitters goes down, which results in reduced in-

terference at the receiver. Thus, increasing γ increases SINR at receivers, and thus

increases success probability. If ν increases, the mean occupied area goes down result-

ing in a higher number of active transmitters, which accordingly generate a stronger

aggregate interference. Thus both the received SINR and success probability are de-

creased. Regarding the behavior of popsuc(λ, γ, ν, t) as a function of λ, we have the

following proposition.
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Figure 2.2: The density of active transmitters for O/QT-CSMA increases and sat-
urates as λ increases due to the carrier sensing in CSMA protocol. Increasing the
qualification threshold γ reduces the density of qualified transmitters without affect-
ing the asymptotic density of active transmitters λdens(ν); so the effect is a shift of
the curves to the right hand side. Increasing carrier sensing threshold ν increases
λdens(ν) since it makes the mean size of a typical transmitter’s neighborhood smaller.
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Proposition 5. If λ→ ∞ while ν, γ <∞ are fixed, we have that

lim
λ→∞

popsuc(λ, γ, ν, t) = lim
λ→∞

P
0
(

Fγ > tl(r)IΦγ
M\{0}

)

< 1. (2.42)

This is because Fγ is exponentially distributed with an infinite support and IΦγ0
M
\{0}

converges in distribution to a random variable IΦcsma0
M \{0} ≡

∑

Xi∈Φcsma0
M \{0} Fi0/l(||Xi||),

where Φcsma0
M is a Matérn CSMA process with a density λdens(ν) given an active trans-

mitter at the origin, see Appendix 2.10. Since both random variables have infinite

support in R+, P
0
(

Fγ > tl(r)IΦγ
M\{0}

)

converges to a positive value between 0 and 1.

It is not easy to find the limit since this would require characterizing IΦcsma0
M \{0}.

Success Probability of QT-CSMA Fig. 2.3b shows the success probability

pqtsuc(λ, γ, ν, t) as a function of λ for various γ and ν values. The general behavior

of pqtsuc(λ, γ, ν, t) is as follows. As γ increases, the interference seen at the receiver de-

creases due to the reduced density of active transmitters. However it is not clear how

the received signal strength would change. Indeed increasing γ, should shift Fγ to the

right hand side (improving the signal strength) but, at the same time, it decreases

the size of neighborhood, thus reducing the opportunistic gain from picking the node

with the best channel. Fig. 2.3b suggests that the positive effect is larger than the

negative effect, i.e., as ν increases, pqtsuc(λ, γ, ν, t) decreases due to the increased in-

terference. One thing to note is that if the density λ becomes large enough, then,

the success probability increases and eventually converges to 1 due to the increasing

opportunistic gain; this is summarized in the following proposition.

Proposition 6. If λ → ∞ while ν, γ < ∞ are kept fixed, we have pqtsuc(λ, γ, ν, t)

converging to 1, i.e.,

lim
λ→∞

pqtsuc(λ, γ, ν, t) = lim
λ→∞

P
0
(

Fmax
0,γ (Nγ

0 + 1) > tl(r)IΦγ
M\{0}

)

= 1. (2.43)

This result can be intuitively understood as follows. As λ increases, Nγ
0 and Fmax

0,γ (Nγ
0+

1) increase (meaning limλ→∞ P(Nγ
0 > x) = 1 and limλ→∞ P(Fmax

0,γ (Nγ
0 + 1) > x) = 1
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Figure 2.3: The success probability versus the density of transmitters for various ν
and γ. 32



for all fixed x > 0), and IΦγ0
M \{0} converges in distribution to a random variable

IΦcsma0
M \{0} defined in Proposition 5. The success probability of O-CSMA and QT-

CSMA are compared in the following proposition.

Proposition 7. Under the same parameter set, the success probability of QT-CSMA

is always larger than O-CSMA, i.e., pqtsuc(λ, γ, ν, t) ≥ popsuc(λ, γ, ν, t), for a given λ, γ,

ν, and t.

This follows from a stochastic ordering relation : Fmax
γ ≥st Fγ , see (2.5). Note that

this implies that the density of successful transmissions of QT-CSMA is always higher

than that of O-CSMA, i.e., dqtsuc(λ, γ, ν, t) ≥ dopsuc(λ, γ, ν, t) for a given parameter set

λ, γ, ν and t.

Remark 2.5.1. The above observations suggest that the effects of adjusting γ and ν

are similar in that both control the amount of interference in the network versus the

opportunistic gain which are achieved. However, this does not imply that O-CSMA

can optimize its performance by tweaking only one of them while fixing the other,

but interestingly this seems to work for QT-CSMA. In the following sections, we will

further explore this idea of reducing the number of parameters for QT-CSMA.

2.5.2 Performance Comparison of O-CSMA and QT-CSMA

We consider networks in three different density regimes : a network with an in-

termediate density, an asymptotically dense network, and an asymptotically sparse

network. By asymptotically dense (sparse) networks, we mean networks whose node

density λ keeps increasing to ∞ (decreasing to 0). Dense and sparse, networks are

particularly interesting since the former gives maximum performance limits for O-

CSMA and QT-CSMA networks under a given parameter set, and the latter allows

us to evaluate the performance of an individual node because it is a regime where in-

teractions with other nodes vanish. In addition to the importance of the two regimes,

we have popsuc and pqtsuc converging to 1 for an appropriately scaled or chosen γ in
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these two regimes, which allows a simple analysis. While, in the intermediate density

regime, popsuc and p
qt
suc are strictly less than 1, so we can only compare their performance

through numerical computations.

Networks in an intermediate density regime We evaluate the performance of

a network in an intermediate density regime for various γ and ν values. Note that

it is no surprise to find that QT-CSMA always does better than O-CSMA under the

same parameter set, see Proposition 7. Thus, we focus instead on the comparison

between QT0-CSMA (QT-CSMA with γ = 0) and O-CSMA.

Case ν = 1: Fig.2.4a shows the density of successful transmissions for QT0-CSMA

and O-CSMA as a function of λ for various values of γ and for ν = 1, t = 1, and

µ = 1. As λ gets larger, dopsuc(γ, λ) increases as a result of the increasing density

of active transmitters; however they converge to fixed values since both the density

of active transmitters and success probability converge. The differences among the

asymptotic values of popsuc(γ)s, see Fig. 2.3a, lead to the differences among dopsuc(γ)s.

For large γ, popsuc is close to 1, so, as λ gets large, dopsuc gets closer to λdens which

is the maximum performance that O-CSMA can achieve. While, when λ is small,

dopsuc decreases as γ increases because the losses coming from the decreased density

of active transmitters are not compensated by the gain from the increased quality of

transmissions.

The performance of QT0-CSMA is also shown. Interestingly, the performance of

QT0-CSMA seems to be better than O-CSMA for almost all γ values. This proves that

quantile scheduling without qualification can fully take advantage of opportunistic

gains for the given parameter set. The trends are similar when ν = 0.1, which are

not shown here.

Case ν = 5 : Fig. 2.4b shows three interesting phenomena. First, as λ increases,

the density of successful transmissions of O-CSMA peaks and then decreases to con-

verge to its limiting value. The peak happens since λpoptx(λ) converges earlier than
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popsuc(λ). Roughly speaking, if dopsuc(λ) hits its peak, λp
op
tx(λ) is very close to its limiting

value and from that point it increases very slowly, while popsuc(λ) keeps decreasing and

converges at a larger λ value. Note that this phenomenon implies that the interfer-

ence suppression from carrier sensing capability is not working well in a high density

network. In other words, the carrier sensing threshold ν = 5 is too large (or neigh-

borhood of a node to narrowly defined) making the system less robust to changes in

node density. The monotonic behavior shown in Fig. 2.4a seems to be more desirable

since it is predictable for system designer/operators.

The second interesting phenomenon is that the density of successful transmissions

for QT0-CSMA is worse than that of O-CSMA when λ ' 2× 10−2. This is again due

to ν too large. If ν is too large, the size of neighborhood become too small for QT0-

CSMA to take advantage of opportunistic gains and the small neighborhood induces

a dense packing which accordingly results in strong interference. Considering ν as

a parameter controlling both interference and opportunistic gain, the smaller values

are desirable.

Third, the density of successful transmissions for QT0-CSMA keeps increasing as

λ increases. This happens because the size of neighborhood keeps increasing as λ

increases. Indeed, the limiting value is even higher than the maximum value which

O-CSMA can achieve. This will be further explored later when we consider a dense

network.

Remark 2.5.2. The above results show that performance is highly dependent on the

selected parameters. For O-CSMA, both ν and γ should be chosen appropriately.

However, for QT0-CSMA, only ν needs to be selected, which is a key advantage of

using QT0-CSMA. As shown above if ν is properly chosen, QT0-CSMA provides a

more robust6 performance than O-CSMA. Considering λ is usually an uncontrollable

parameter, this kind of robust property is very desirable.

6By “robust” we mean QT0-CSMA gives better performance than O-CSMA in all λ values.
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(a) For ν = 1, the density of successful transmissions of QT0-
CSMA is uniformly higher than that of O-CSMA for all node
densities λ > 0 and qualification thresholds γ > 0. Appro-
priately chosen ν (or neighborhood size) both increases op-
portunistic gain of QT0-CSMA and controls the amount of
aggregate interference effectively even for large λ.
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(b) If ν is set to too large (small neighborhood), the CSMA
protocol allows too many active transmitters which generate too
strong aggregate interference for increasing λ. Furthermore due
to the small neighborhood size, QT0-CSMA cannot fully take
advantage of opportunism. While O-CSMA can increase γ to
select only nodes with high channel gains. This corresponds to
the case where ν is inappropriately chosen for QT0-CSMA.

Figure 2.4: The density of successful transmissions in a network with intermediate
density
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Asymptotically Dense Networks The maximum achievable performance of O/QT-

CSMA is obtained when λ→ ∞ since this is the regime where the space can be packed

with a maximum number of active transmitters. To study this regime, we fix ν for

both O-CSMA and QT-CSMA and study how the selection of γ affects the density

of successful transmissions. Intuitively, for both O-CSMA and QT-CSMA to achieve

high performance in dense networks, one should select γ to take advantage of nodes’

high channel gains. Recall that increasing γ makes the received signal power stronger,

which results in higher success probability, but at the same time it makes it harder

for nodes to qualify. Thus, the question is how to scale γ as a function of λ.

In the sequel, we will show that γ should be increased no faster than as a logarithmic

function of λ to achieve maximal performance, otherwise the network degenerates and

behaves like a sparse network. We will show that a “phase transition” occurs for the

density of successful transmissions depending on the scaling speed of γ. To that end,

we consider following fact.

Proposition 8. If both λ→ ∞ and γ → ∞, then,

lim
λ,γ→∞

popsuc(λ, γ, ν, t) = lim
λ,γ→∞

pqtsuc(λ, γ, ν, t) = 1. (2.44)

This is because, for O-CSMA, Fγ keeps increasing as γ increases (meaning that

limγ→∞ P (Fγ > x) = 1 for any fixed x > 0) while IΦγ0
M \{0} converges in distribution

to a limiting random variable IΦcsma0
M \{0}, see Appendix 2.10. Similar argument can

be made for QT-CSMA.

Following theorem provides our main result on the performance O-CSMA in the

asymptotically dense regime.

Theorem 1. For λ → ∞ and fixed ν > 0, the asymptotic density of successful

transmissions is upper bounded by the asymptotic density of transmitters, i.e.,

lim
λ→∞

dopsuc(λ, γ, ν, t) ≤ λdens(ν), (2.45)

where equality holds when γ(λ) = c log(λ/λq) with constants c < 1
µ
and λq > 0.
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Proof. We have a few cases to consider depending on the scaling of γ. First, if γ is a

fixed constant, we have that

lim
λ→∞

λpoptx = lim
λ→∞

1− exp{−e−µγλN̂0}
N̂0

= λdens(ν) (2.46)

and 0 < limλ→∞ popsuc(λ, γ, ν, t) < 1 by Proposition 5. Thus, we have limλ→∞ dopsuc(t, γ, ν, λ) <

λdens(ν). While if γ = c log(λ/λq) for c > 0 and λq > 0, we have

lim
λ→∞

λpoptx = lim
λ→∞

1− exp{−λ1−µcλµcq N̂0}
N̂0

=







λdens if c < 1
µ

λdens(1− exp{−λqN̂0}) if c = 1
µ

0 if 1
µ
< c,

(2.47)

and limλ→∞ popsuc(λ, γ, ν, t) = 1 by Proposition 8. This completes the proof.

Theorem 1 says that γ(λ) needs to be scaled no faster than as a logarithmic function

of λ, specifically γ(λ) = c log(λ/λq), for an O-CSMA network to achieve its maximum

asymptotic density of successful transmissions. In doing so, a logarithmic increase is

the fastest, but increasing speed should not be too fast. Precisely, it should be slow

enough to have a sufficient number of contending nodes so as to increase spatial reuse.

More specifically, we see a sharp performance change or phase transition phenomenon

depending on the value of speed parameter c as shown in (2.47), see Fig.2.5. The phase

transition phenomenon can be explained by observing how the density of qualified

transmitters

λpγ(λ) = λe−µγ(λ) = λ1−µcλµcq (2.48)

behaves as a function c when λ→ ∞. Depending on the value of c we have following

three cases.

• If c < 1
µ
, then we have limλ→∞ λpγ(λ) = ∞, which implies there exists enough

qualified contenders to achieve high spatial reuse.
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Figure 2.5: The asymptotic density of successful transmissions for O/QT-CSMA
exhibits a phase transition phenomenon depending on the value of the scaling speed
constant c when qualification threshold γ is selected as the logarithm function of node
density λ: γ = c log(λ/λq) with c > 0 and a > 0. The quantities in the square bracket
denote the associated density of qualified nodes limλ→∞ λpγ(λ) which are always larger
than their associated asymptotic density of successful transmissions.

• If c = 1
µ
, then the we have limλ→∞ λpγ(λ) = λq. The constant density implies

that the space can not be fully reused due to a lack of qualified nodes to compete

and fill the space.

• If c > 1
µ
, then we have limλ→∞ λpγ(λ) = 0 because of γ increasing too fast

compared to λ. This means that the density of qualified nodes decreases as λ

increases.

Note that the gap between λdens and λdens(1 − exp{−λqN̂0}) in (2.47) can be made

arbitrarily small by selecting λq large.

The asymptotic performance of QT-CSMA can also be analyzed in a similar way

using Propositions 8 and 6. Proposition 8 and Theorem 1 implies that if γ is scaled

as a function of λ, QT-CSMA will experience the same phase transition phenomenon.

While if γ is constant, QT-CSMA can achieve λdens(ν). From the above discussion,

O-CSMA and QT-CSMA have the same maximum asymptotic performance provided

γ is appropriately chosen. However, for a given parameter set (λ, γ, ν, t), QT-CSMA

is always better than or equal to O-CSMA.
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QT0-CSMA’s performance gain compared to O-CSMA is given in following corol-

lary.

Corollary 1. For a given ν > 0, if γ scales like γ(λ) = c log(λ/λq) with λq > 0, then,

the performance gain of QT0-CSMA to O-CSMA is given by

lim
λ→∞

dqtsuc(λ, 0, ν, t)

dopsuc(λ, γ, ν, t)
= lim

λ→0

pqttx
poptx

=







1 if c < 1
µ

1

1−e−λqN̂0
if c = 1

µ

∞ if 1
µ
< c.

(2.49)

Asymptotically Sparse Networks In this section, we consider asymptotically

sparse networks, where λ → 0. Note that the density of successful transmissions in

this case goes to 0, but the comparison (performance ratio) is still meaningful since it

is equivalent to comparing the performance of an individual transmitter-receiver pair

experiencing no interference. For a fixed γ > 0, the O-CSMA and QT-CSMA have

the same asymptotic performance: limλ→0
dqtsuc(λ,γ,ν,t)
dopsuc(λ,γ,ν,t)

= 1 since limλ→0
pqtsuc(λ,γ,ν,t)
popsuc(λ,γ,ν,t)

= 1.

Whereas QT0-CSMA has an exponential gain (as a function of γ) versus O-CSMA.

This is captured in the next result.

Theorem 2. For λ→ 0 and ν > 0, the asymptotic performance gain of QT0-CSMA

to O-CSMA with a fixed γ ≥ 0 is given by eµγ.

Proof. Using limλ→0
pqtsuc(λ,0,ν,t)
popsuc(λ,γ,ν,t)

= 1, it is straightforward to compute the gain. Ap-

plying L’Hopital’s rule, we have

lim
λ→0

dqtsuc(λ, 0, ν, t)

dopsuc(λ, γ, ν, t)
= lim

λ→0

pqttx
poptx

= lim
λ→0

1− exp{−λN̂0}
1− exp{−e−µγλN̂0}

= lim
λ→0

exp{−λN̂0(1− e−µγ)}
e−µγ

= eµγ .

(2.50)

This is an expected result since O-CSMA nodes qualify with probability pγ = e−µγ

and qualified nodes in the sparse network will transmit with almost no contention.

This shows that in sparse networks O-CSMA should select γ = 0 to get the same

performance as QT0-CSMA.
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Note that in the above two cases (asymptotically dense and sparse networks) it

turned out that O-CSMA needs to adapt its γ value as a function of node density λ to

maximize its performance. This is a big disadvantage for O-CSMA versus QT0-CSMA

since it is hard to estimate λ in practice.

2.5.3 Performance Comparison of O-CSMA and O-ALOHA

In this section, we compare the asymptotic performance of O-CSMA and O-ALOHA

in [10,112] for which the density of successful transmissions is given by doAsuc = λpoAtx p
oA
suc,

where poAtx is the transmission probability of each node and poAsuc is the success prob-

ability of a typical node. By selecting poAtx = pγ, we can make the density of active

transmitters in O-ALOHA network be equal to the density of qualified transmitters in

O-CSMA. We have following result for the performance of O-CSMA and O-ALOHA.

Theorem 3. Under the above setting poAtx = pγ and γ = c log(λ/λq) with λq > 0 and

c > 0, we have following asymptotic performance ratio depending on the value of c:

lim
λ→∞

dopsuc
doAsuc

= lim
λ→∞

λpoptxp
op
suc

λpγpoAsuc(λ, γ)
=







∞ if c < 1
µ

λdens(ν)(1−exp{−λqN̂0})
λqpoAsuc(λ,γ)

if c = 1
µ

1 if c > 1
µ
.

(2.51)

where poAsuc(λ, γ) =
∫∞
−∞LI(2iπl(r)ts)

LFγ (−2iπs)−1

2iπs
ds

with LI(s) = exp
{

−λ2π
∫∞
0

τ

1+µτα

s

dτ
}

and LFγ(s) = e−sγ µ
µ+s

, see [Baccelli09]

Proof. Depending on the value of c, we have three cases. First, if c < 1
µ
, the density of

transmitters for O-ALOHA keeps increasing as λ→ ∞, which makes a typical receiver

using O-ALOHA experience a success probability of 0 due to increasing interference

which is unbounded. While dopsuc converges to a non-zero value, so we have infinite gain

in this case. Second, if c = 1
µ
, the density of qualified transmitters for both O-CSMA

and O-ALOHA converge to finite numbers, so the amount of interference is limited,

accordingly this results in non-zero performance. Third, if c > 1
µ
, the densities of
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qualified transmitters in O-CSMA and transmitters in O-ALOHA decrease to 0 and

both popsuc and p
oA
suc → 1 as λ→ ∞. Applying L’Hopital’s rule, we have ratio 1.

2.6 Spatial Fairness

2.6.1 Unfairness in CSMA Networks

In this section, we compare the spatial fairness performance of the O/QT-CSMA

protocols. It has been reported that non-slotted CSMA networks are unfair [32,111].

The two main reasons are the irregular topology of network and the combination of

carrier sensing mechanism and binary exponential backoff which can cause starvation.

There have been efforts towards improving fairness by tuning protocols, for example,

adjusting carrier sensing range [33] or using node specific access intensity [108, 109,

111].

In slotted systems, unfairness partially disappears simply due to slotting. Indeed in

a slotted system, all nodes’ contention windows are reset every slot, which prevents

starvation. Accordingly, fairness improves significantly. However, unfairness due to

irregular topologies remains. We will show in this section that our opportunistic

scheduling scheme can improve fairness.

2.6.2 Spatial Fairness for Access Frequency

We first evaluate spatial fairness in terms of the fraction of time that each node can

access the medium. We will show how nodes’ random locations impact this metric.

We need following assumption.

Assumption 1. We assume that the contenders of node Xi is the set of nodes located

in the disc b(Xi, (νµ)
−α) or equivalently F ′

ij =
1
µ
= E[F ] with probability 1.

Under this assumption, the neighbors of a node is not affected by fading, so the

size of a node’s neighborhood stays fixed, e.g., might be based on the average channel

gain. This might be a reasonable assumption in a system, e.g., where each node’s
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contending neighbors are dynamically maintained based on their average fading gains

to the node. Note that Fij is still a random variable. Let

Nγ
s,i = Nγ

s,i(Φ) = |{Xj ∈ Φ : 1/µl(‖Xi −Xj‖) > ν, i 6= j}|

be a random variable denoting the number of Xi’s neighborhood under the static

fading assumption7, it corresponds to the number of nodes inside a disk b(Xi, (νµ)
− 1

α ).

This is a Poisson random variable with mean λπ(νµ)−
2
α . Recall that a node with n

contenders accesses the channel with probability pγ
n+1

. This corresponds to the fraction

of time the node accesses the channel. We will call this quantity the access frequency

of the node to differentiate it from the access probability (e.g., poptx or pqttx) which is

interpreted as the fraction of nodes transmitting in space in a typical slot. Note that

since the access frequency depends only on Nγ
s,i, so we have E[fi(Φ,Fi,F

′
i) | Φ] =

E[f̃i(N
γ
s,i,Fi,F

′
i) | Nγ

s,i] =
pγ

Nγ
s,i+1

. The corresponding spatial fairness index on access

frequency across randomly distributed nodes is given as follows:

F̃Iac(N̄
γ
s,0) =

(

E

[
pγ

Nγ
s,0+1

])2

E

[(
pγ

Nγ
s,0+1

)2
] =

eN̄
γ
s,0 + e−N̄γ

s,0 − 2

N̄γ
s,0

(
Ei(N̄γ

s,0)− log N̄γ
s,0 − η

) , (2.52)

where N̄γ
s,0 = E[Nγ

s,0], Ei (x) = −
∫∞
−x
t−1e−tdt is an exponential integral function, and

η = 0.5772 . . .. is the Euler-Mascheroni constant.

Fig.2.6a shows the fairness index of access frequency for O/QT-CSMA versus

N̄γ
s,0 (ν). If N̄

γ
s,0 is small, almost every contending node sends, in fact all transmitters

have access frequency close to pγ, so the fairness index is close to 1. If N̄γ
s,0 is rela-

tively small, as N̄γ
s,0 (which is mean and the variability of the number of contenders)

increases, the variability of access frequency, i.e., pγ
Nγ

s,0+1
, across nodes increases re-

sulting in a decrease in fairness. However, if N̄γ
s,0 is relatively large, the fairness

7Note the difference between Nγ
s,i and N

γ
i , where the latter is the number of neighbors without

the static fading assumption.
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index eventually increases again since, in this regime, the variability of access fre-

quency pγ
Nγ

s,0+1
decreases and converges to 0, which in turn increases fairness. Note

that the fairness curve has its minimum value 0.73019 . . .. Specifically, the minimizer

n∗ ≡ argminn>0 FIac(n) ≈ 2.9736657 can be found by solving d
dn
F̃Iac(n) = 0. Based

on this, we have following proposition.

Proposition 9. Under the Assumption 1, the spatial fairness for access frequency of

slotted O/QT-CSMA is worst, roughly 0.73 when the mean number of contenders of

a typical transmitter is roughly 3.

2.6.3 Spatial Fairness of the Frequency of Successful Transmissions

In this section, we consider the fairness of the frequency of successful transmissions.

Specifically, we will show that opportunistic CSMA schemes can, to a certain extent,

remove topological unfairness. We first define the spatial fairness of the frequency of

successful transmissions.

For O-CSMA, we define pγ
Nγ

s,0+1
p̄opsuc(γ,N

γ
s,0) as the frequency of successful transmis-

sion of a typical receiver with Nγ
s,0 neighbors, where

pγ
Nγ

s,0+1
is the access frequency and

p̄opsuc(γ,N
γ
s,0) is the conditional success probability conditioned on that its associated

transmitter has Nγ
s,0 contenders, which is given by

p̄opsuc(γ,N
γ
s,0 = n) = P

0
(

Fγ > tIΦγ
M\{0}

l(r) | Nγ
s,0 = n

)

≈ E
0

[
∫ ∞

−∞
L

I
N

γ
s,0

,Fγ

Φ
γ
u\{0}

(2iπl(r)ts)
e2iπsFγ − 1

2iπs
ds
∣
∣
∣N

γ
s,0 = n

]

, (2.53)

where I
Nγ

s,0,Fγ

Φγ0
u \{0} given N

γ
s,0 = n is the interference seen by a typical receiver conditioned

on that it has n neighbors. Accordingly, the fairness index is given by
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(b) The fairness index on the frequency of successful trans-
missions is higher than the fairness index on the access fre-
quency. Note that both O-CSMA and QT-CSMA increase
fairness significantly because nodes with larger neighborhood
size has higher success probability, which compensates their
low access frequency. The amount compensated by QT-CSMA
is larger than that by O-CSMA due to quantile scheduling.

Figure 2.6: Fairness index of access frequency versus the mean number of contenders
N̄γ

s,0 (ν) under the Assumption 1.
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F̃I
op

suc(γ, N̄
γ
s,0) =

(

E0
[

pγ
Nγ

s,0+1
p̄opsuc(γ,N

γ
s,0)
])2

E0

[(
pγ

Nγ
s,0+1

p̄opsuc(γ,N
γ
s,0)
)2
] . (2.54)

For QT-CSMA, we take a similar approach. We define pγ
Nγ

s,0+1
p̄qtsuc(γ,N

γ
s,0) as the

frequency of successful transmission of a typical receiver with Nγ
s,0 neighbors, where

pγ
Nγ

s,0+1
is the access frequency and p̄qtsuc(γ,N

γ
s,0) is the conditional success probability

conditioned on that its associated transmitter has Nγ
s,0 contenders, which is given by

p̄qtsuc(γ,N
γ
s,0 = n) = P

0
(

Fmax
0,γ (Nγ

s,0 + 1) > tIΦγ
M\{0}

l(r) | Nγ
s,0 = n

)

.

≈ E
0

[
∫ ∞

−∞
L

I
N

γ
s,0

,Fmax
0,γ

(N
γ
s,0

+1)

Φ
γ
u\{0}

(2iπl(r)ts)
e2iπsF

max
0,γ (Nγ

s,0+1) − 1

2iπs
ds
∣
∣
∣N

γ
s,0 = n

]

.

(2.55)

The fairness metric of interest in this section corresponds to the second type (2.10)

only, and the corresponding fairness index on successful transmission is given by

F̃I
qt

suc(γ, N̄
γ
s,0) =

(

E0
[

pγ
Nγ

s,0+1
p̄qtsuc(γ,N

γ
s,0)
])2

E0

[(
pγ

Nγ
s,0+1

p̄qtsuc(γ,N
γ
s,0)
)2
] . (2.56)

Using the expression of L
I
N

γ
s,0

,Fmax
0,γ

(N
γ
s,0

+1)

Φ
γ0
u \{0}

in (2.40) and Nγ
s,0 ∼ Poisson(N̄γ

s,0), accord-

ingly ˜̃FIqtsuc can be numerically computed.

F̃I
qt

suc and F̃I
op

suc are plotted in Fig.2.6b for γ = 0. The figure shows that the

fairness on the frequency of successful transmissions achieved by QT0-CSMA is much

improved versus that of O-CSMA. The gain is significant in the regime where N̄γ
s,0

is less than or equal to roughly 10. In this regime, QT0-CSMA increases the success

probability of receivers a lot. This reduces the performance differences among nodes

caused by different access frequency (or topology) since nodes with a large number

of neighbors who get low access frequency have higher success probability. In other

words, the higher success probability compensates the low access frequency, which

46



decreases the variability in performance. In the regime where N̄γ
s,0 is large (or ν is

small), the density of concurrent transmitters becomes small, which generates weak

interference. Thus, most nodes succeed in their transmissions with high probability

irrespective of the number of neighbors, so in this regime there is not much gained

from opportunism increasing the success probability. Thus, QT0-CSMA and O-CSMA

have almost the same performance. As γ increases, fairness decreases and eventually

converges to the fairness curve of O-CSMA where γ → ∞ since there will be little

difference between p̄qtsuc and p̄
op
suc.

So far, it has been shown that opportunistic CSMA can improve fairness. However,

with this results only, it is not clear how these protocols tradeoff the density of

successful transmissions versus fairness. We consider this next.

2.6.4 Tradeoff between Spatial Fairness and Spatial Reuse

It has been noted that there exists a limited set of network topologies (e.g., line

or circle networks) where both high fairness and “spatial reuse” or “throughput” can

be both achieved [34, 109]. However, in the random networks we consider, there will

be tradeoffs due to the randomness of node locations, contentions and protocols. To

explore these we introduce the following notations.

Definition 2. (FD-pair) We call (a, b) an achievable FD-pair if a fairness index a and

density of successful transmissions b can be achieved under a given protocol parameter

choice.

Definition 3. (Dominance) For FD-pairs (a, b) and (c, d) ∈ R2
+, we say that the (a, b)

dominates (c, d) if a ≥ c and b ≥ d. We denote this relation with (c, d) � (a, b).

We consider the set of FD-pairs that are not dominated by any other pairs, i.e., the

Pareto-frontier. For a given FD-pair (a, b), we define the set of FD-pairs dominated

by (a, b) as follows.
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Definition 4. (Dominated set) For a FD-pair (a, b) ∈ R
2
+, we call the set

Λ(a, b) =
{
(x, y) ∈ R

2
+ s.t. (x, y) � (a, b)

}
(2.57)

as the dominated set of the FD-pair (a, b). Note that (a, b) ∈ Λ(a, b).

In particular, we define the dominated set for O-CSMA, for a given t and λ, by

Ωop(λ, t) =
⋃

γ≥0,ν≥0

Λ(F̃I
op

suc(λ, γ, ν, t), d
op
suc(λ, γ, ν, t)). (2.58)

The dominated set for QT-CSMA is similarly defined. The dominated set QT0-CSMA

for a given t and λ is defined as

Ωqt
0 (λ, t) =

⋃

ν≥0

Λ(F̃I
qt

suc(λ, 0, ν, t), d
qt
suc(λ, 0, ν, t)). (2.59)

Definition 5. (Pareto-Frontier) For a given set of FD-pairs, the subset of FD-pairs

which are not dominated by any other FD-pairs is called as Pareto-frontier.

We plotted three Pareto-frontiers for O-CSMA, QT-CSMA, and QT0-CSMA or

their dominated sets Ωop(λ, t) ,Ωqt(λ, t) and Ωqt
0 (λ, t) for two decoding SIR t = 1

and t = 10 in Fig. 2.7a and 2.7b respectively. We note that the dominated set of

QT-CSMA is not the super set of that of O-CSMA, and vice versa. However, the

dominated set of QT-CSMA is larger than that of O-CSMA. The gain comes from

the joint improvement of spatial reuse and fairness performance. One notable thing is

that Ωqt
0 (λ, t) is very close to Ωqt(λ, t), which shows again the effectiveness of quantile

based approach in taking advantage of dynamic channel variations and mult-user

diversity.

2.7 System implementation

In this section, we briefly describe a possible implementation of the O/QT-CSMA

protocols. We will focus on the aspect of slot structure together with the operation of
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Figure 2.7: Comparison of the dominated sets of O-CSMA, QT-CSMA and QT0-
CSMA.
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Figure 2.8: Slot structure for CDMA case.

protocols but not give full fledged detailed protocols - this is beyond the scope of this

chapter. We will make several key assumptions in our development. First, we assume

that nodes are perfectly synchronized with external and/or internal aids, e.g., each

node might use pilot signals from GPS-synchronized cellular base stations and might

run a distributed synchronization algorithm to further synchronize as done in [118].

For a discussion of the impact of imperfect sync, see [98]. Second, we assume that

fading is symmetric and changing each slot. Third, the node density λ is assumed to

be in a moderate range, i.e., not unrealistically dense.

In what follows, we describe a possible frame structure for transmissions. It is

composed of two sub-slots : one for signaling and the other for data transmission, see

Fig. 2.8.

2.7.1 Signaling sub-slot

In the signaling sub-slot, each transmitter sends a pilot signal to its associated

receiver and the receiver feeds back the measured channel status between them. We

consider the method suggested in [10], where the receiver estimates its channel status

based on the received pilot power. However, the received pilot at the receiver may

include both desired and undesired signals (interference) which makes the estimate

inaccurate. To mitigate the impact of interference, we can assign each transmitter a

CDMA code (CDMA approach) or a time slot (TDMA approach) for sending its pilot

signal. However, since the number of codes or time slots are limited, two or more

nodes can use the same resource, so the protocol should be designed to work in such a
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way that two nodes using the same resource are sufficiently separated to mitigate the

impact of interference, e.g., as done in [71,89]. One can also use an OFDM approach

like [118], where each node picks a single sub-carrier to send its pilot signal.

Once the receiver estimates, its channel status, it feeds back the estimate, say F̂ii.

If the transmitter uses O-CSMA and F̂ii > γ, then it contends otherwise it defers.

While, if it uses QT-CSMA and F̂ii > γ, then it updates its channel status statistics

Ĝγ(i.e. empirical cdf of F̂ii) and determines its current discretized version of quantile

as k
w
if k

w
≤ Ĝγ(F̂ii) <

k+1
w

for k = 0, · · · , w − 1, where w is the maximum number of

mini-slots (similar to the size of the contention window) used for contention.

2.7.2 Data sub-slot

In the data transmission sub-slot, qualified nodes contend and only winners trans-

mit. In the contention phase composed of w mini-slots, each qualified node sets its

timer value to a random value uniformly distributed in {1, 2, · · · , w} if it is O-CSMA

node, or sets it to k defined above if it is QT-CSMA node. All qualified nodes start

to decrement their timer values by one every mini-slot. All nodes whose timer values

reach 0 start transmitting from the mini-slot until the end of the data sub-slot. Other

nodes which sense the transmissions prior to their timeout defer in the slot.

Since w is finite, a collision can occur if two or more nodes select the same mini-slot.

The transmission probability (considering collision) with w mini-slots is computed as

pcoltx (w) = pγ
∑

i=0

[
w∑

t=1

1

w

(

1− t

w

)i
]

pγN̄
i
0

i!
e−pγN̄0 =

pγ
(
1− exp

{
−pγN̄0

})

w
(
exp

(
pγN̄0/w

)
− 1
) . (2.60)

Note that we can easily show pcoltx (w) converges as w → ∞ to the transmission prob-

abilities without collision given (2.21) and (2.31). Note that to see overall impact of

collision, psuc also needs to be recomputed considering collision. Studying the impact

of collision is left to future work.
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2.8 Conclusion

In this chapter, we considered the spatial reuse and fairness for wireless ad-hoc

networks using two different channel-aware CSMA protocols. We used an analytical

framework based on stochastic geometry to derive the transmission probability and

success probability for a typical node, and from there two spatial performance metrics,

the density of successful transmissions and spatial fairness index were computed.

We showed that QT-CSMA achieves higher spatial reuse and fairness than O-

CSMA, and more interestingly the simple version of QT-CSMA with one less pa-

rameter can achieve uniformly better spatial reuse performance in a wide range of

node densities for appropriately chosen carrier sense threshold. This implies that

the joint interference and opportunistic gain control approach of QT-CSMA is good

enough in achieving high spatial reuse.

It was also shown that the inherent unfairness arising from irregular topology in real

world network can be removed to a large extent by using QT-CSMA. By characterizing

the behavior of spatial reuse and fairness pair, we showed that although O-CSMA

has one more parameter to adjust, its set of achievable pair was smaller than that of

QT-CSMA. Surprisingly, the simple version of QT-CSMA (QT0-CSMA) has almost

the same set of achievable pairs as QT-CSMA.

Thus, we conclude that the joint carrier sense and quantile scheduling approach

of QT-CSMA is not only an effective way in improving spatial reuse/fairness perfor-

mance by compromising interference and transmitter density but also a practical low

complexity approach with one less parameter and robustness.
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2.9 Appendix : Derivation of u′(n, t0, τ , λ)

In this appendix, we derive u′ for n ∈ {0, 1, 2, · · · }, t0 ∈ [0, 1), τ > 0, and λ > 0,

which is defined as

u′(n, t0, τ, λ) = P(E1 = 1 | E0 = 1, N0 = n, T0 = t0, {y0, y1} ⊂ Φ, ||y0 − y1|| = τ).

Let Φ = {Xi} be an homogeneous PPP with density λ. N0 is the number of neighbors

of y0 and T0 is the timer value of y0. In the sequel, we omit the conditioning events

{y0, y1} ⊂ Φ and ||y0 − y1|| = τ for simplicity. By applying Bayes’ rule, we have

P(E1 = 1 | E0 = 1, N0 = n, T0 = t0) =
P(E1 = 1, E0 = 1 | N0 = n, T0 = t0)

P(E0 = 1 | N0 = n, T0 = t0)
. (2.61)

The denominator is simply given by

P(E0 = 1 | N0 = n, T0 = t0) = (1− t0)
n (2.62)

since for y0 to transmit, all its n neighbors should have timer values larger than t0

independently. To compute the numerator, we condition on the event that y0 and

y1 are neighbors, i.e., {y1 ∈ N0} = {F ′
01 > νl(||y0 − y1||)}, then by the law of total

probability we have

P(E1 = E0 =1 | N0 = n, T0 = t0) = P(E1 = E0 = 1, y1 ∈ N0 | N0 = n, T0 = t0)
︸ ︷︷ ︸

=0

+ P(E1 = E0 = 1 | N0 = n, T0 = t0, y1 /∈ N0)
︸ ︷︷ ︸

C

P(y1 /∈ N0 | N0 = n, T0 = t0).
︸ ︷︷ ︸

D

(2.63)

If y0 and y1 can see each other, it is impossible for both to transmit at the same time,

so the first term is equal to 0. We denote the second and third terms by C and D

respectively.

2.9.1 Computing C

The term C is a conditional probability conditioned on that y0 and y1 do not see

each other. However, they may share some neighbors; so to compute this term we
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need to further condition on the event that some portion of y0’s contenders are also

seen by y1. Let K = N0 ∩ N1 be the set of shared neighbors between y0 and y1 and

K(τ) ≡ |K| be the number of them. Note that K(τ) ∼ Poisson(K̄) where the mean

K̄(τ) is computed as

K̄(τ) = E

[
∑

Xi∈Φ
1 {F ′

i0 > νl(||Xi − y0||)}1 {F ′
i1 > νl(||Xi − y1||)}

]

= λ

∫

R2

P(Fi0 > νl(||x||))P(Fi1 > νl(||x− y1||))dx

= λ

∫ 2π

0

∫ ∞

0

e−µν(l(r)+l(
√
τ2+r2−2τr cos θ))rdrdθ. (2.64)

By conditioning on the number of shared neighbors, K = K(τ), we rewrite the C as

C =
n∑

k=0

P(E0 = E1 = 1 | N0 = n, T0 = t0, K = k, y1 /∈ N0)
︸ ︷︷ ︸

≡Ak

P(K = k | N0 = n, T0 = t0, y1 /∈ N0)
︸ ︷︷ ︸

≡Bk

.

(2.65)

We let the first and second terms in the summation be Ak and Bk, respectively.

Computing Bk Bk is the probability that two nodes y0 and y1 share k common

contenders conditioned on that y0 has n contenders. Since each contender of y0 is

independently seen by y1, the number of shared contenders K for a given N0 is a

Binomial random variable with parameters n and ps, where ps is the probability that

one of y0’s neighbors is seen by y1. Then, we have

Bk = P(K = k | N0 = n, T0 = t0, y1 /∈ N0) (2.66)

a
= P(K = k | N0 = n, y1 /∈ N0)

=

(
n

k

)

pks(1− ps)
n−k,
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where in
a
=, we used the fact that {T0 = t0} is independent of {K = k}, and ps(τ) is

computed as

ps(τ) = P(X ∈ N1 | X ∈ N0)

=
E [P(X ∈ N1, X ∈ N0 | X)]

E [P(X ∈ N0 | X)]

=
λ
∫

R2 P(F
′
0 > νl(||x||))P(F ′

1 > νl(||x− y1||))dx
λ
∫

R2 P(F > νl(||x||))dx

=
K̄(τ)

N̄0

. (2.67)

Using (2.15), (2.67) can be rewritten as ps = ps(τ, λ) = 2− b(τ,λ)
N̄0

.

Computing Ak Ak can be rewritten as

Ak = E [P(E1 = E0 = 1 | N0 = n, T0 = t0, K = k, T1, y1 /∈ N0)]

by conditioning on that the timer value of y1 equal to t1, i.e., {T1 = t1}. Note that

either all the shared neighbors in K have timer values larger than t1, i.e., {T c
j ≥

t1, ∀Cj ∈ K} where T c
j is the timer value of contender Cj ∈ K, or there exist one or

more neighbors with timer value(s) smaller than t1, i.e., {∃Cj s.t. T
c
j < t1}. Using

the law of total probability, the probability inside the expectation can be written as

follows:

P(E1 =E0 = 1 | N0 = n, T0 = t0, K = k, T1 = t1, y1 /∈ N0)

= P(E1 = E0 = 1 | N0 = n, T0 = t0, K = k, T1 = t1, y1 /∈ N0, T
c
j ≥ t1∀Cj ∈ K)

︸ ︷︷ ︸

≡Ak1

(2.68)

× P
(
T c
j ≥ t1∀Cj ∈ K | N0 = n, T0 = t0, K = k, T1 = t1, y1 /∈ N0

)

︸ ︷︷ ︸

≡Ak2=(1−t1)k

(2.69)

+ P(E1 = 1, E0 = 1 | N0 = n, T0 = t0, K = k, T1 = t1, y1 /∈ N0, ∃Cj s.t. T
c
j < t1)

︸ ︷︷ ︸

≡Ak3=0

(2.70)

× P(∃Cj s.t. T
c
j < t1 | N0 = 1, T0 = t0, K = k, T1 = t1, y1 /∈ N0).
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Let (2.68), (2.69), and (2.70) be Ak1, Ak2, and Ak3 respectively. We have Ak3 = 0

since if there exist any neighbor with timer value strictly smaller than t1, it prevents y1

from transmitting, so E1 can not be 1. Ak2 is the probability that all shared neighbors

in K have timer values larger than t1, which is simply given as Ak2 = (1− t1)
k since

each timer is independent and uniform in [0, 1]. Before we compute Ak1, we need to

define several random variables.

• Let N1 ∼Poisson(N̄0) be a random variable denoting the number of contenders

of y1.

• LetN1x ∼Poisson(N̄1x) be a random variable denoting the number of contenders

of y1 which are not shared by y0. Note that N1x+K = N1 and N̄1x = N̄0(1−ps).

• Let N<t1
1x ∼Poisson(N̄<t1

1x ) be a random variable denoting the number of con-

tenders of y1 which are not shared by y0 and with timer values smaller than t1.

Note that N̄<t1
1x = t1N̄1x = t1N̄0(1− ps).

To compute Ak1, we consider the following two sub-cases t1 ≤ t0 and t0 < t1. If

t1 ≤ t0, then

• y1 transmits (or E1 = 1) only if it finds no additional neighbors who have timer

values smaller than t1 and are not seen by y0, i.e, if N
<t1
1x = 0, and

• y0 transmits (or E0 = 1) only if all T c
j ∼ Uniform[t1, 1] ∀Cj ∈ K is larger than

t0, which happens with probability
(

1−t0
1−t1

)k

and remaining n − k contenders

have timer values larger than t0, which happens with probability (1− t0)
n−k.

Note that, as in the previous case, {E0 = 1} and {E1 = 0} are conditionally indepen-

dent; so we have that

Ak1 = e−N̄
<t1
1x

(1− t0)
n

(1− t1)k
if t0 ≥ t1. (2.71)

In the other case where t0 < t1,
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• y0 transmits (or E0 = 1) if n − k neighbors have timer values larger than t0,

which happens with probability (1− t0)
n−k, and

• y1 transmits (or E1 = 1) only when it finds no additional neighbors who have

timer values smaller than t1 and do not see y0, i.e., N
<t1
1x = 0.

Note that, as in previous case, {E0 = 1} and {E1 = 0} are conditionally independent,

so we have

Ak1 = e−N̄
<t1
1x (1− t0)

n−k if t0 < t1. (2.72)

Ak1 in above two cases can be written as follows using indicator functions:

Ak1 = e−t1N̄0(1−ps)

(
(1− t0)

n

(1− t1)k
1 {t1 ≤ t0}+ (1− t0)

n−k1 {t0 < t1}
)

. (2.73)

Un-conditioning with respect to the event {T1 = t1} in Ak1Ak2 gives

Ak =

∫ 1

0

e−t1N̄0(1−ps)
(
(1− t0)

n1 {t1 ≤ t0}+ (1− t0)
n−k(1− t1)

k1 {t0 < t1}
)
dt1

= (1− t0)
n

∫ t0

0

e−t1N̄0(1−ps)dt1 + (1− t0)
n−k

∫ 1

t0

(1− t1)
ke−t1N̄0(1−ps)dt1

a
= (1− t0)

n

(

1− e−t0N̄0(1−ps)

N̄0(1− ps)
+

(t0 − 1)e−N̄0(1−ps) (Γ(k + 1, η)− Γ(k + 1))

ηk+1

)

b
= (1− t0)

n

(

1− e−t0N̄0(1−ps)

N̄0(1− ps)
+

(1− t0)e
−N̄0(1−ps)k!

ηk+1

(

1− e−η
k∑

j=0

ηj

j!

))

, (2.74)

where in
a
=, Γ (a, x) =

∫∞
x
ta−1e−tdt is the incomplete gamma function with Γ(a) ≡

Γ(a, 0) and η = N̄0(1 − ps)(t0 − 1), and in
b
= we used the fact that Γ(k+1,η)

Γ(k+1)
=

∑k
j=0

ηj

j!
e−η. Replacing (2.74) and (2.66) in (2.65) gives

C = P(E1 = E0 = 1 | N0 = n, T0 = t0, y1 /∈ N0) =

n∑

k=0

AkBk. (2.75)
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2.9.2 Computing D

We now compute D = P(y1 /∈ N0 | N0 = n, T0 = t0) in (2.63). Note that {N0 = n}
and {y1 /∈ N0} are not independent since it is likely that y1 is the neighbor of y0 if

N0 = n is large, but {y1 /∈ N0} and {T0 = t0} are independent since being neighbors

of a node does not depend on timer values. Thus, we have D = P(y1 /∈ N0 | N0 = n).

Applying Bayes’ rule, we get

D =
P(y1 /∈ N0, N0 = n)

P(N0 = n)
=

P(N0 = n | y1 /∈ N0)P(y1 /∈ N0)

P(N0 = n)
, (2.76)

where we have

P(N0 = n | y1 /∈ N0) =
N̄n

0

n!
e−N̄0 (2.77)

and

P(y1 /∈ N0) = P(F ′
10 < vl(τ)) = G(νl(τ)) (2.78)

for numerator. To compute P(N0 = n), the denominator8 in (2.76), we need to

consider whether y1 is seen by y0 or not. Using the law of total probability, we have

P(N0 = n) =P(N0 = n | y1 ∈ N0)P(y1 ∈ N0) + P(N0 = n | y1 /∈ N0)P(y1 /∈ N0)

=
N̄n−1

0

(n− 1)!
e−N̄0 (1−G(νl(τ))) +

N̄n
0

n!
e−N̄0G(νl(τ))

=
N̄n−1

0

(n− 1)!
e−N̄0

(

1 +

(
N̄0

n
− 1

)

G(νl(τ))

)

. (2.79)

Note that as expected P(N0 = n) → P(N0 = n | y1 /∈ N0) as τ → ∞ (or G(τ) → 1),

and P(N0 = n) → P(N0 = n | y1 ∈ N0) as τ → 0 (or G(τ) → 0). Then, replacing

(2.77), (2.78), and (2.79) in (2.76) gives the following for n ≥ 0,

D =
N̄0G(νl(τ))

n+ (N̄0 − n)G(νl(τ))
. (2.80)

Recall that D is the probability that y1 is not the neighbor of y0 given N0 = n. Thus,

D → 1(D → 0) as τ → ∞(τ → 0) makes sense.

8Recall that P(N0 = n) is indeed P (N0 = n | ||y0 − y1|| = τ).
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2.9.3 Computing u′

Now, replacing term C in (2.75) and D in (2.80) to (2.63) gives

P(E1 = E0 = 1 | N0 = n, T0 = t0) =
N̄0G(νl(τ))

n + (N̄0 − n)G(νl(τ))

n∑

k=0

AkBk. (2.81)

Finally, (2.61) is given as

u′(n, t0, τ, λ) =
N̄0G(νl(τ))

n+ (N̄0 − n)G(νl(τ))

(

1− e−t0N̄0(1−ps)

N̄0(1− ps)
+

+ (1− t0)e
−N̄0(1−ps)

n∑

k=0

k!

ηk+1

(

1− e−η

k∑

j=0

ηj

j!

)(
n

k

)

pks(1− ps)
n−k

)

,

(2.82)

where ps = ps(τ, λ) = 2− b(τ,λ)

N̄0
and η = N̄0(1− ps)(t0 − 1).

2.9.4 Impact of n and t0

Fig.2.9a gives plots for u′(n, t0, τ, λ) for t0 = 0.5, λ = 1 and for n = 0, · · · , 20.
Observe how u′ changes as the distance τ between y0 and y1 changes. As τ gets large,

y1 behaves like a typical node in space which is not affected by the existence of y0.

The latter case is verified by the fact that all curves u′ converge to the value 1−e−N̄0

N̄0

as τ → ∞, which is indeed the transmission probability of a typical CSMA node. As

τ gets small, there is a strong correlation between y1 and y0 which are likely to be

neighbors. The behavior of u′ in this case depends on the value of n. In particular, if

n = 0, u′ increases as τ → 0; since y1 will see no contenders as is the case for y0, while

if n > 0, as τ → 0, y1 will see one or more contenders as seen by y0, and it will be more

likely that y1 is a neighbor of y0. If y1 is a neighbor of y0, then due to the condition

{E0 = 1}, y1 must have a timer value larger than t0, so the conditional transmission

probability u approaches 0. As n increases, y1 is more likely to be preempted by y0

and its neighbors, thus u′ decreases.

Fig.2.9b shows the impact of y0’s timer value, t0, on u′ for n = 5. Note that the

condition {E0 = 1} implies that n neighbors of y0 have timer values between t0 and
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1. Thus, if t0 gets large, y1 will transmit with high probability since the neighbors

of y0 will have timer values larger than t0, which can be easily preempted by y1’s

timer. While if t0 gets small, y1 is more likely to be preempted by y0’s neighbors, so

u′ decreases in this case.

2.10 Appendix : Convergence of IΦγ
M

Consider a Matérn CSMA process which is induced by a CSMA mechanism from

a PPP with density λ. In this CSMA network, the density of active transmitters

λptx converges to a value as λ → ∞ due to the CSMA protocol. Accordingly, the

amount of interference seen at a typical receiver also converges to a random variable,

say IΦcsma
M

. The objective of this section is to prove that IΦcsma
M

is almost surely finite,

i.e., P(IΦcsma
M

<∞)=1.

To that end, we first show that for a given monotonically increasing sequence of

node densities λ[1] ≤ λ[2] ≤ λ[3] ≤ · · · and associated marked PPPs Ψ[i], Ψ[2], Ψ[3],

· · · denoting transmitters, the sequence of aggregate interference seen by a typical

receiver I
Φ

[1]
M
, I

Φ
[2]
M
, I

Φ
[3]
M
, · · · ,9 stochastically and monotonically increases, i.e.,

I
Φ

[1]
M

≤st I
Φ

[2]
M

≤st I
Φ

[3]
M

≤st · · · . (2.83)

We will use coupling argument to show this. To that end, we will construct the copy

Ψ(n) of each process Ψ[n] and couple them such that following strict inequalities hold

with probability 1:

I
Φ

(1)
M

≤ I
Φ

(2)
M

≤ I
Φ

(3)
M

≤ · · · , (2.84)

where I
Φ

(n)
M

is the associated aggregate interference of Ψ(n) seen at a typical receiver

for n = 1, 2, · · · 10. Note that we use square bracket [n] to denote n-th original process

9Φ
[i]
M is a Matérn CSMA process associated with the original marked process Ψ[i]. The relation

is explained in detail later.
10Φ

(i)
M is a Matérn CSMA process associated with the copied process Ψ(i).
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Figure 2.9: h(·) is a function computed in (2.14). u′(·) is a function we computed
above for N0 = n ≥ 0 and t0 ∈ [0, 1).
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and curly bracket (n) to denote the copy of it. Clearly, (2.84) implies convergence of

I
Φ

(n)
M

to a random variable, say IΦcsma
M

(possibly infinite). We will then use the results

in [114] to show that IΦcsma
M

is almost surely finite.

Constructing n-th network Ψ(n)

We consider

Ψ(n) =
{(

X
(n)
i , E

(n)
i , T

(n)
i

)}

(2.85)

given (X
(n)
0 = 0, E

(n)
0 = 1, T

(n)
0 ,F

(n)
0 ,F

′(n)
0 ) ∈ Ψ(n), with a node density λ[n], where

T
(n)
i ∼ Uniform[0, 1] are marks corresponding timer values and

E
(n)
i = 1{T (n)

i < min
X

(n)
j ∈N (n)

i

T
(n)
j }

is the transmission indicator of node X
(n)
i . Let Φ(n) = {X(n)

i } and Φ
(n)
M = {X(n)

i ∈
Φ(n) | E(n)

i = 1}. Then, the aggregate interference seen by the receiver of a transmitter

X0 is given as I
Φ

(n)
M

=
∑

Xj∈Φ(n)
M \{0} F

(n)
ji /l(||Xj − (0, r)||).

Constructing coupled timers

We scale the timer values T
(n)
i for the n-th network such that it is uniformly dis-

tributed in [0, λ[n]

λ[n+1] ], i.e., let T
(n)
ci = λ[n]

λ[n+1]T
(n)
i . Let a PPP with compressed timer

values as

Ψ(n)
c =

{(

X
(n)
i , E

(n)
i , T

(n)
ci

)

| (X(n)
i , E

(n)
i , T

(n)
i ) ∈ Ψ(n)

}

. (2.86)

Note that the timer value scaling maintains the order of timer values, so there is no

change in Ei. Let Φ
(n)
c = {X(n)

i } and Φ
(n)
cM = {X(n)

i ∈ Φ
(n)
c | E(n)

i = 1}, then, the
aggregate interference from Φ

(n)
cM is the same as I

Φ
(n)
M
, i.e.,

I
Φ

(n)
cM

= I
Φ

(n)
M
. (2.87)
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Differential PPP

Consider an another marked PPP

Ψ̂(n) =
{(

X̂
(n)
i , Ê

(n)
i , T̂

(n)
i

)}

(2.88)

with density λ̂[n] = λ[n+1] − λ[n] for the given λ[n+1] ≥ λ[n] and Φ̂(n) = {X̂(n)
i } and

Φ̂
(n)
M = {X̂(n)

i ∈ Φ̂(n) | Ê(n)
i = 1}11. By construction we will ensure that Ψ̂(n) is

independent of Ψ(n). We let the timer values T̂
(n)
i be uniformly distributed on [ λ[n]

λ[n+1] , 1]

and have nodes X̂
(n)
i to contend nodes with those in Ψ̂(n) as well as in Ψ(n). Let F̂

′(n)
ji

be the fading channel between X̂
(n)
j ∈ Φ̂(n) and X̂

(n)
i ∈ Φ̂(n) and H

′(n)
ji as the fading

channel between a transmitter X
(n)
j ∈ Φ(n) and a transmitter X̂

(n)
i ∈ Φ̂(n). Then, we

can define two different neighborhoods for X̂
(n)
i : one in Φ̂(n) given as

N̂ (n)
i =

{

X̂
(n)
j ∈ Φ̂(n) | F̂ ′(n)

ji > νl(||X̂(n)
j − X̂

(n)
i ||), j 6= i

}

(2.89)

and the other in Φ(n) given as

M(n)
i =

{

X
(n)
j ∈ Φ(n) | H ′(n)

ji > νl(||X(n)
j − X̂

(n)
i ||)

}

. (2.90)

Using above definitions, we can define the transmission indicator as

Ê
(n)
i = 1

{

T̂
(n)
i < min

{

min
X̂

(n)
j ∈N̂ (n)

i

T̂
(n)
j , min

X
(n)
k ∈M(n)

i

T
(n)
k

}}

. (2.91)

Note that every node in Φ̂(n) which contends with at least one node in Φ(n) defers its

transmission since its timer value is always larger than λ[n]

λ[n+1] . Let

∆I
Φ̂

(n)
M

=
∑

X̂
(n)
j ∈Φ̂(n)

M

H
(n)
j0 /l(||X̂(n)

j − (0, r)||)

be the interference seen by the receiver of the transmitter X0 in Φ
(n)
M from transmitters

only in Φ̂
(n)
M , where H

(n)
j0 is the fading channel between a transmitter X̂

(n)
j ∈ Φ̂(n) and

the receiver of X0 ∈ Φ(n).

11Note that we do not condition on 0 ∈ Φ̂
(n)
M .
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Figure 2.10: Constructing Ψ(n+1) from Ψ(n) and Ψ̂(n).

Constructing n + 1th network Ψ(n+1)

Now, we construct Ψ(n+1) by the union of the the timer scaled point process and

the differential point process:

Ψ(n+1) = Ψ(n)
c ∪ Ψ̂(n). (2.92)

Note that Ψ
(n)
c and Ψ{n} contribute λ[n]

λ[n+1] and 1− λ[n]

λ[n+1] fraction of nodes to Ψ(n+1) re-

spectively. This makes a randomly chosen node in Ψ(n+1) has a timer value uniformly

distributed on [0,1]. Thus, Ψ(n+1) = {(X(n+1)
i , E

(n+1)
i , T

(n+1)
i )} is indeed a marked

PPP with density λ[n+1], where T
(n+1)
i is uniformly distributed on [0,1]. Let I

Φ
(n+1)
M

be the aggregate interference seen by a typical receiver, then, it is given as the sum

of the interferences

I
Φ

(n+1)
M

= I
Φ

(n)
cM

+∆I
Φ̂

(n)
M
, (2.93)

since I
Φ

(n)
cM

is independent of nodes in Ψ{n}, which is the direct result of the timer

value separation. Now clearly the two point processes Ψ
(n)
c and Ψ(n+1) are coupled

such that their aggregate interference satisfy :

I
Φ

(n)
cM

≤ I
Φ

(n+1)
M

. (2.94)
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Using (2.87), this can be rewritten as I
Φ

(n)
M

≤ I
Φ

(n+1)
M

, which implies the stochastic

dominance relation I
Φ

(n)
M

≤st I
Φ

(n+1)
M

. Since I
Φ

(n)
M

∼ I
Φ

[n]
M

and I
Φ

(n+1)
M

∼ I
Φ

[n+1]
M

, we have

I
Φ

[n]
M

≤st I
Φ

[n+1]
M

. (2.95)

Fig.2.10 summarizes our coupling argument.

Convergence of I
Φ

[n]
M

Since increasing random variables converge (possibly to ∞), I
Φ

(n)
M

(or equivalently

I
Φ

[n]
M
) converges to a random variable as n→ ∞. Let the converging value be denoted

by IΦcsma
M

≡ limn→∞ I
Φ

[n]
M
. We rewrite the results from [114] in our context as follows.

Proposition 10. (Existence of shot noise) [114] For a given random variable I, if

lims→0 E[e
−sI ] = 1, then, I has a well-behaved distribution or finite a.s..

Note that Φcsma
M is a Matérn CSMA process with density λcsma, which is stationary

and ergodic. Then, we can apply following results from [114].

Proposition 11. (Necessary and sufficient conditions, Corollary 1.2 in [114]). The

necessary and sufficient conditions for the existence of IΦcsma
M

are

∫ ∞

0

∫ δ

0

xw(x; y)ydxdy <∞, and (2.96)

∣
∣
∣
∣

∫ ∞

0

∫ δ

0

w(x; y)ydxdy

∣
∣
∣
∣
<∞ (2.97)

for δ > 0, where w(x; y) = P (F > xyα) = exp{−µxyα}.

Using the fact that x ≤ δ and w(x; y) > 0, it is sufficient to show (2.97) only, i.e.,

we have
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∫ ∞

0

∫ δ

0

xw(x; y)ydxdy ≤ δ

∫ ∞

0

∫ δ

0

w(x; y)ydxdy

=
δ

µ

∫ ∞

0

y1−α(1− exp{−µδyα})dy (2.98)

a
= − δ2−

2
α

αµ2/α
Γ

(
2− α

α

)

<∞. (2.99)

In
a
=, we used the results in 370p of [47], which holds for α > 2. Using Theorem 2

of [114] and bounding technique, one can also show the existence of the approximate

of IΦcsma
M

, which is a non-homogeneous Poisson shot noise.
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Chapter 3

Understanding the Design Space of Cognitive

Networks

3.1 Introduction

FCC and researchers have observed the scarcity and the underutilization of spec-

trum resources which suggests that a new model of spectrum usage is required, usually

referred to as cognitive radio/network, see e.g., [8,35,83,123]. The basic approach is

to allow unlicensed or secondary devices to opportunistically access a spectrum allo-

cated to licensed or primary devices. The focus of this chapter is on the transmission

capacity of cognitive networks, in particular on characterizing the spatial or tempo-

ral spectrum opportunities for secondary devices and their interaction with primary

devices. Specifically, we consider two scenarios, denoted S1 and S2, based on the

transmit power level of PTxs and whether the PTxs transmit the same signal or not.

In Scenario 1 (S1), we model primary transmitters (PTx) corresponding to high-

power broadcasting towers, e.g., a fixed or mobile TV broadcasting station, sending

the same signal to multiple primary receivers (PRx). This is usually called a single

frequency network (SFN). The coverage of a single PTx is relatively large, e.g., tens

of kilometers, and receivers can successfully decode the signal if they belong to the

coverage area of at least one transmit station. Signals from different stations are

treated as delayed multi-path. Cognitive or secondary devices can transmit in regions

where the primary signal is not detected.

In Scenario 2 (S2), we model PTxs’ corresponding to low-power broadcasting sta-

tions having a small coverage area. Transmit power is assumed to be very small
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compared to high power broadcasting. These PTxs can be private stations sending

information to nearby primary receivers; for example, a microphone, a station broad-

casting commentary on a current game in small stadium. In this scenario two nearby

PTxs can interfere with each other, which was not possible in S1. We assume that

each PRx is the receiver of its nearest PTx.

In both cases, PTxs are not aware of the existence of secondary devices and the same

secondary network characteristics are assumed where secondary transmitters (STx)

and receivers (SRx) are involved in ad-hoc or peer to peer low power transmissions.

Related work. In this chapter we explore the capacity of cognitive wireless net-

works from a spatial reuse perspective. A spatial model reflecting the physical char-

acteristics such as signal attenuation, interference, geographical locations of nodes is

considered.

These types of models have been used in evaluating the capacity of networks before.

In particular, in [49] and numerous subsequent papers, see survey in [52], various

spatial models have been introduced, where nodes are randomly distributed on a plane

and signal attenuation is function of an attenuation factor and the distance between

transmitter and receiver. In addition, [13], [113] and [112] explored the capacity

of networks in terms of transmission capacity, which measures transmitted bits per

second per meter square. Their models capture the subtle interactions between nodes

in terms of outage, so they allow the computation of the exact capacity rather than

the scaling behavior. However, most of this research focuses on capacity analysis for

homogeneous networks.

Recently, these methodologies have been extended to evaluate the performance of

multiple networks with different priorities in the context of cognitive networks; for

example, [62, 120] focus on scaling laws but for “two networks with different access

priority”. In their work, primary and secondary networks are found to have the same

capacity scaling law Θ(
√

n/ log n) and Θ(
√

m/ logm) where n and m correspond to
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the primary/ secondary receiver densities. [95] studied the impact of secondary node

transmission power on the reliability of detection performance and the transmission

opportunity for secondary nodes. However, this work considers only a single sec-

ondary node with randomly distributed multiple primary nodes. Overlaid spectrum

sharing between two different networks was studied in [58], where the mobile ad-hoc

devices are overlaid with uplink transmissions of an existing cellular network and the

capacity trade-off between two networks was characterized. However, in this work,

the secondary nodes do not have spatial detection or cognitive function. [110] stud-

ied cognitive networks with single primary and multiple secondary transmitters. A

bound on the radius of the primary exclusive region, i.e., where the primary transmit-

ter can communicate with its receivers under an outage constraint, was found based

on various system parameters. [88] considered a carrier sensing based cognitive net-

work where two types of nodes access medium with different access priority. Poisson

approximation was used to deal with the inhomogeneous node distribution.

Contributions In this chapter, we model both primary and secondary devices as

point processes, which allows us to capture the impact from both PTxs and STxs to

both PRxs and SRxs. We also model the cognitive operation of secondary devices;

as a result, the two processes are dependent on each other. Our model delivers

rich insights on system performance and design tradeoffs in terms of coverage, node

density, outage probability, and capacity. Our contributions can be summarized as

follows.

• First, we provide a novel and mathematically tractable Boolean disk model for

primary and secondary networks, which is simple yet captures the stochastic

nature of the interaction between the two networks. The coverage reduction of

PTxs and the impact of hidden PTxs on outage, node density and capacity of

STxs are characterized.
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• Second, we identify several important design parameters: detection radius (or

detection SINR threshold), decoding SINR threshold and transmit power of

STx, which affect the achievable capacity of the secondary network. It is shown

that a conservatively selected detection radius can severely decrease the capacity

of a secondary network and that the optimal decoding SINR of SRxs depends on

the density of PTxs. We also show that a secondary network with a conservative

detection radius can achieve higher capacity if the associated primary network

has more bursty coverage. While an ideally chosen detection radius makes the

achievable capacity of the secondary network be independent of the burstiness of

primary network’s coverage, it does introduce interference to PRxs. We provide

rules of thumb on how to tune these design parameters to maximize the capacity

of the cognitive network.

• Finally, we characterize the joint network capacity regions for the primary and

secondary networks for two different broadcasting scenarios. In the high power

broadcasting scenario S1, the joint network capacity region of the two networks

is approximately bounded by a linear function. In contrast, in the low power

broadcasting scenario S2, it turns out that the joint network capacity region of

two networks is convex due to self interference of primary nodes.

Organization This chapter is organized as follows. In Section 3.2, our system

model is described and in Section 3.3 and 3.4 outage probabilities of primary and

secondary network are derived. We investigate the joint network capacity in Section

3.5 and the impact of system parameters on capacity in Section 3.6. Concluding

remarks are given in Section 3.7.
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3.2 System Model

3.2.1 Preliminary Definitions

We first define the notation that will be used throughout this chapter. b(x, r)

denote a ball centered at location x ∈ R2 with radius r. Let ‖x− y‖ denote a distance
between two points x and y in R2 and |A| denote the area of set A ⊂ R2. For x, y, z ∈
R2 and a, b, c ∈ R we define following two set-related notations: K(x, a, y, b) =

b(y, b)\b(x, a), and H(x, a, y, b, z, c) = b(z, c)\(b(x, a) ∪ b(y, b)). We denote the area

of these sets with k(x, a, y, b) and h(x, a, y, b, z, c) respectively. To further simplify

notation, with a slight abuse of notation let K(d, a, b) = b(O, b)\b((−d, 0), a) and

k(d, a, b) = |K(d, a, b)|. For a random variable Q, let LQ (s) ≡ E
[
e−sQ

]
denote the

Laplace transform of the random variable Q.

3.2.2 Path loss and Interference Model

We assume a free space path loss model d−α given an attenuation factor α and

distance d between transmitter/interferer and receiver. When SINR is computed,

only the dominant interferer is considered. If the dominant interferer is within the

interference radius of the receiver, the receiver fails to receive; otherwise, the interferer

is ignored. The interference radius is conservatively determined based on various

factors such as interference power, signal power, noise and the receiver’s decoding

SINR. In our interference model, we do not take into account the additive nature of

interference. Indeed this so called protocol interference model is widely used [49,72,74]

and this model produces asymptotically tight estimates [112, 113].

3.2.3 Primary Network Model

The primary network consists of a set of PTx-PRx pairs. We model only the

locations of PTxs which for simplicity are assumed to follow a homogeneous Poisson

point process (HPPP) Πp = {Xi} in R2 with intensity λp. We use Xi to denote

both the i-th PTx and its location in R2. PTxs transmit with the same transmission
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power ρp and realize a rate bp = log(1 + βp) bps where βp is the SINR threshold

to decode PTx’s signal. In S1, a PRx Y can decode the signal from PTxs if it is

within PTxs’ coverage area, B(Πp, dp) ≡ ∪Xi∈Πpb(Xi, dp) and, at the same time, is

not interfered by a STx; here dp denotes the target coverage radius of PTxs. A PRx

Y can be interfered by STxs if one or more active STxs exist within its interference

region b(Y, rsp), where rsp is STx’s interference radius of a PRx w.r.t to a STx. In

S2, the model is similar except that a PRx can also be interfered by other PTxs if

they are within the interference radius rpp of the PRx.

3.2.4 Secondary Network Model

The secondary network consists of a set of STx-SRx pairs. The STxs are modeled by

HPPP Πs = {Zi} with intensity λs. We assume that all the STxs sense the medium at

the same time and only STxs which detect the absence of PTxs attempt to transmit

in Aloha fashion. This again represents a strong simplification. So, it is possible that

a SRx is interfered by one or more other active STxs, causing an outage. Indeed, this

model can be viewed as a snapshot of active secondary nodes at a typical time slot.

Note that not all the STxs are allowed to transmit since some of them are blocked out

by PTxs and accordingly inactive. We assume that a STx uses a simple signal energy

detection scheme to detect whether there are PTxs within its detection radius rd. A

SRx W is interfered by PTxs if one or more PTx exist within b(W, rps), where rps

is the interference radius of a SRx w.r.t a PTx. For a given primary process Πp, we

model the active STxs by a point process Πa
s = Πa

s(Πp) = {Zi ∈ Πs|Zi /∈ B(Πp, rd)}
with intensity λas(z,Πp) = λs1 {z /∈ B(Πp, rd)} at z ∈ R2. Note that Πa

s is a stationary

doubly stochastic or Cox process with a random intensity measure [102]. Also note

that for a given πp, a realization of Πp, this process of active STx corresponds to

a thinned process, where the thinning is spatially correlated depending on the πp.

Thus, the resulting process is a non-HPPP. We assume that a STx transmits to a

SRx which is located a fixed distance ds away with transmission power ρs. Like PTx,
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a STx transmits bs = log(1+βs) bps, where βs is the SNR threshold to decode STx’s

signal. The STx’s signal can interfere with both PRxs and un-intended SRxs; that

is, STx Zi in b(Y, rsp) can interfere PRx Y and STx Z in b(W, rss) can interfere with

SRx W , where rsp and rss are the interference radii of a PRx and a SRx w.r.t. a STx

respectively.

3.2.5 System Model Parameters

In this section, we discuss the system parameter selection. We shall assume that

βp, βs, and the tolerable interference Ip are specified as part of the system design. Ip

corresponds to the amount of interference that PRxs can tolerate at the edge of PTxs’

coverage and can be understood as a performance margin to overcome uncertainty in

noise and interference. Given these parameters, the following system parameters can

be determined. We first determine PTx’s maximum coverage radius dp from PRx’s

successful reception condition, i.e, if a PRx receives successfully, then its received

SINR, assuming noise η and maximum tolerable interference Ip at the coverage edge,

should be larger than the decoding SINR threshold, which gives following:

dp ≡ sup

{

d > 0| ρpd
−α

η + Ip
> βp

}

=

(
ρp

(η + Ip)βp

) 1
α

.

Second, we determine PRx’s interference radius with respect to a PTx rpp. In S1,

rpp = 0 since all PTxs transmit the same signal. In S2, for successful decoding, the

SINR of a PRx a distance d (< dp) away from its nearest PTx should be larger than

the decoding threshold. Considering the interference from the nearest dominant PTx

only, we have

rpp(d) ≡ inf

{

r > 0| ρpd
−α

η + ρpr−α
> βp

}

= ρ
1
α
p

(
ρp
dαβp

− η

)− 1
α

.

Third, the SINR at the above receiver should be larger than βp even when interference

from STx is considered: ρpd−α

η+ρsr−α > βp, this allows us to define a PRx’s interference
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radius with respect to a STx as

rsp(d) ≡ inf

{

r > 0| ρpd
−α

η + ρsr−α
> βp

}

= ρ
1
α
s

(
ρp
dαβp

− η

)− 1
α

.

Note that rpp(d) and rsp(d) are both functions of d. As a PRx gets closer to its nearest

PTx, rpp and rsp get smaller and the PRx become increasingly robust to interference.

However, a PRx near the coverage edge is more vulnerable to interference. Fourth,

for a SRx to decode a STx signal, the received SINR at the SRx should be larger

than the decoding threshold βs : ρsd
−α
s

I+η
> βs, from which we define SRx’s maximum

tolerable amount of interference

Is ≡ sup

{

I > 0|ρsd
−α
s

I + η
> βs

}

=
ρsd

−α
s

βs
− η. (3.1)

Fifth, for a SRx to decode a STx signal, the amount of interference from its nearest

PTx should be less than the maximum tolerable interference: ρpr
−α < Is. This leads

us to determine a SRx’s interference radius with respect to a PTx as

rps ≡ inf
{
r > 0|ρpr−α < Is

}
=

(
ρp
Is

) 1
α

. (3.2)

Finally, for a SRx to decode a STx’s signal, the amount of interference from the

nearest interfering STx should be less than the tolerable interference: ρsr
−α < Is.

Thus, SRx’s interfering radius with respect to a STx is given as

rss ≡ inf
{
r > 0|ρsr−α < Is

}
=

(
ρs
Is

) 1
α

. (3.3)

Note that Is, rps, and rss above have been selected conservatively.

3.2.6 Parameter Sets for Scenarios

Here, we consider two sets of parameters for two different scenarios. The following

parameters are common to both scenarios: α = 3, No = −174dBm, η = No×20×106,

ρs = 1mW, βs = 20, Is = 5×10−8 and ds = 10m. For S1, we use ρp = 100W, βp = 10,
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Ip = 5η, dp = 27560m, rpp = 0, rps = 1259m, and rss = 27m. For S2, we use ρp = 1W,

βp = 20, Ip = ρs × 20−α, dp = 73.7m, and rps = 271m. Note that Ip is selected such

that rsp = 20.

3.3 Performance of Primary Network

3.3.1 Outage Probability of Primary Receiver

In this section, we consider two outage probabilities for a PRx Y ; first, the con-

ditional outage probability when the PRx Y is a distance d from its nearest PTx,

which shows how the outage probability changes as d increases; second, the outage

probability of a randomly located PRx. Let Po,1(d) denote the outage probability of

a PRx a distance d away from its nearest PTx. Note that the following results cover

both S1 and S2 with rpp defined accordingly.

Theorem 4. (Conditional Outage Probability of a PRx at d from its nearest PTx)

For given λp, λs and dp, a PRx Y ’s outage probability given d away from its nearest

PTx Xi is

Po,1 (d) = 1− 1{d<dp}e
−λpπ(d2pp−d2)L

L(d,Π
(2)
p )

(λs)

where L(d,Π) =
∫

K(Xi,rd,Y,rps)
1{z /∈B(Π,rd)}dz, dpp = max{d, rpp}, and Π

(2)
p = {Πp ∩

b (Y, dpp)} ∪ {Xi}.

Proof. We define following for notational simplicity:

K1 ≡ K(Xi, rd, Y, rps)

A = {Y not interfered by PTx} = {Πp ∩ b (Y, dpp) = ∅}

B ≡ {Y not interfered by STx} = {Πa
s ∩ b (Y, rsp) = ∅}

C = {||Xi − Y || = d} ,

Suppose a PRx Y is located at the origin and its nearest PTx Xi is at (−d, 0).
Then, as shown in Fig.3.1a, for d < dp the shaded region is a PTx-free area since
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(a) A PRx Y is d away from its nearest PTx
Xi. The PRx Y can be interfered by other
PTxs in hatched area. In S1, rpp = 0, while
in S2, rpp > 0

(b) The PRx Y can also be interfered by potential
STxs in shaded region. The activity of potential
STx at z is determined by the existence of other
PTxs in its detection radius rd.

Figure 3.1: A primary transmitter and an associated receiver

the PTx Xi is the nearest one to the PRx Y . The PRx Y can be interfered with

by potential PTxs in its interference area b(Y, rpp) or by potential STxs in b(Y, rsp).

But, due to condition C, potential PTxs can exist only at b(Y, rpp)\b(Y, d) as shown in

Fig.3.1a. Also, as shown in Fig.3.1b, not all potential STxs in b(Y, rsp) are active since

b(Xi, rd) is cleared out by the Xi, so there is no active STxs in b(Y, rsp) ∩ b(Xi, rd).

Uncleared potential STxs in the K1 hatched area, can give harmful interference to

Y . The activity of each potential STx, e.g., z in K1 is affected by the existence of

surrounding PTx in b(z, rd). Then, the conditional outage probability conditioned on

the event {‖Xi − Y ‖ = d} or equivalently C is given by

Po,1(d) = P (Y fails to receive| ‖Xi − Y ‖ = d)

= 1− P (Y receives|C)

= 1− P (AB|C)

= 1− P (A|C)P (B|AC) .
P (A|C) and P (B|AC) can be computed as follows:

P (A|C) = P (Πp ∩ b(Y, dpp) = φ|Πp ∩ b(Y, d) = φ)

= exp
{
−λpπ(d2pp − d2)

}
,
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P (B|AC) = P (B|A)
a
= E [P (B|A,Πp) |A]

= E [P (Πa
s ∩ b (Y, rsp = φ|A,Πp)) |A]

= E

[

exp

{

−
∫

K1

λas (z,Πp) dz

}

|A
]

= E [exp {−λsL (d,Πp)} |A]
b
= E

[
exp

{
−λsL

(
d,Π(2)

p

)}]
.

(3.4)

In equality
a
=, E denotes conditional expectation w.r.t Πp. In equality

b
=, we used the

fact that Πp conditioned on A is the same as Π
(2)
p . If dp ≤ d, we assume Y is out of

coverage, so Po,1(d) = 1.

The outage of randomly located PRx is given as follows.

Fact 1. (Outage Probability of Randomly located PRx) Let a random variable D be

the distance between Y and its nearest PTx Xi. Its cumulative distribution function

is known to be FD(x) = 1−exp {−λpπx2}. Then, the outage probability of a randomly

located node is given by

PR
o,1(λp, λs) = ED [Po,1(D)]

=

∫ ∞

0

Po,1(d)dFD(x)

=

∫ dp

0

Po,1(x)dFD(x) +

∫ ∞

dp

dFD(x)

=

∫ dp

0

Po,1(x)dFD(x) + exp
{
−λpπd2p

}
.

And, the upper bound PR,u
o,1 and lower bound PR,l

o,1 are found by plugging P u
o,1 and P l

o,1

respectively.

Geometrically, the random variable L(d,Π
(2)
p ) above denotes the area of the part

of the set b(Y, rps)\b(Xi, rd) which is not covered by the Boolean process B(Π
(2)
p , rd).
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Figure 3.2: The impact from harmful interference from STxs and PTxs when rd is set
to dp are shown. In S1(upper figure), PRx around the edge of coverage experience
increased Po,1 due to interference from STxs. In S2(down figure), not only STxs but
also other PTxs give interference to PRxs. So Po,1 starts to increase even when PRx
is very close to its nearest PTx.

The Laplace transform of L(d,Π
(2)
p ) is not easily computable. So, we compute upper

and lower bounds. They are omitted from this proposal to keep it short.

Before we compute the quantities, we introduce a technique to bound the transform

for such non-negative random variables.

Lemma 1. (Bounding non-negative random variable) If M is a random variable

with support [0, p] and mean E [M ]. Then, for any convex function φ, E [φ(M)] ≤
φ(0)− E[M ]

p
(φ(0)− φ(p)).

Proof is given in Appendix 3.8.

Corollary 1. For d < dp, lower and upper bounds on PRx’s conditional outage
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probability are given by:

P l
o,1(d) = 1− e−λpπ(d2pp−d2)

(

1− l

lm

(
1− e−λslm

)
)

,

P u
o,1(d) = 1− e−λpπ(d2pp−d2)e−λsl,

where l = E

[

L
(

d,Π
(2)
p

)]

and lm = k(d, rd, rsp).

Proof. The lower bound is found by applying Lemma 1, and upper bound is found

by applying Jensen’s inequality.

Note that l can be computed numerically:

l =

∫

K1

P
(
z /∈ Π(2)

p

)
dz =

∫

K1

exp {−λpk (‖z‖ , dpp, rd)} dz

We define the covering probability given as follows.

Definition 6. (Covering Probability) We define the covering probability as Pc,1(λp, λs) ≡
1−PR

o,1(λp, λs) where P
R
o,1(λp, λs) = E[Po,1(D)] =

∫ dp
0
Po,1(x)dFD(x) + exp

{
−λpπd2p

}
.

This covering probability is a metric showing the fraction of area covered by PTxs

for given λp. So, the higher it is for fixed λp, the more efficiently the spectrum is

used. Note that the increase of the number of interferers can decrease the covering

probability or coverage. So, it will be used later to define the capacity of the primary

network in Section 3.5. Note that it is straightforward to find the lower and upper

bounds on PR
o,1 and thus on Pc,1 using Corollary 1.

Fig.3.2 shows Po,1(d) as a function of distance d for S1 and S2 when rd = dp. Outage

probabilities increase for d < dp due to the interference from STxs. To protect PRxs,

we need to make STxs conservative in their transmission. We can do this by increasing

the detection radius of STx rd to ensure all STx transmitters are far enough from

PRxs. This suppresses the amount of interference from STxs to PRxs. Recall that
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a PRx Y at coverage edge d = dp can be interfered by STx in b(Y, rsp(dp)). So, by

selecting rd such that

rd ≥ dp + rsp(dp), (3.5)

we can conservatively protect PRxs.

3.4 Performance of Secondary Network

3.4.1 Outage Probability of a Typical Secondary Receiver

In this section, we consider the outage probability Po,2 of a typical SRx denoted here

by W . This is a conditional probability conditioned on the existence of an active STx

Zi transmitting to the SRxW as shown in Fig. 3.3. Note that Zi is not necessarily the

nearest STx to W . This is the worst case outage probability since we fix ‖W − Zi‖
to ds. For the STx Zi to be active, there should be no PTxs within STx’s detection

area; so, we condition on the event Πp ∩ b(Zi, rd) = ∅, and ‖W − Zi‖ = ds. Note that

STx Zi’s detecting the absence of PTxs does not guarantee the successful reception

at the SRx W since STx Zi’s detection area may or may not be the super set of SRx

W ’s interference area b(W, rps). So, a potentially harmful PTx can be located there.

The interference from other STxs to the SRx W can also cause an outage at the SRx

W . The following results captures the impact of the both PTxs and STxs, on the

outage of a typical SRx W .

Theorem 5. (SRx’s Conditional Outage Probability) For given λp and λs, the outage

probability of a SRx W a distance ds away from its STx Zi is given by

Po,2(λp, λs) = 1− e−λp|b(W,rps)\b(Zi,rd)|L
Q(rss,Π

(3)
p )

(λs),

where Q (r,Π) ≡
∫

b(O,r)
1{z /∈B(Π,rd)}dz, and Π

(3)
p = Πp ∩ b (Zi, rd) ∪ b (W, rps).

Proof. To evaluate the outage of a SRx W which is associated with a typical active

STx Zi we condition on the a typical active STx Zi and associated SRx W a distance
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ds from Zi. See Fig.3.3. For notational simplicity, we define the following three events:

D ≡ {W not interfered by STx} = {Πa
s ∩ b (W, rss) = ∅}

E ≡ {W not interfered by PTx} = {Πp ∩ b(W, rps) = ∅}

F ≡ {Zi does not detect any PTx in b (Zi, rd)}

= {Πp ∩ b(Zi, rd) = ∅} .

(3.6)

Then, Po,2 is given as follows:

Po,2 = P (W fails to receive|Zi transmits, ‖Zi −W‖ = ds)

a
= 1− P (W receives|F )

= 1− P (DE|F )

= 1− P (E|F )P (D|EF ) ,

(3.7)

where from a we omitted conditioning on {‖Zi −W‖ = ds} for notational simplicity.

We can compute closed form expressions for P (E|F ) and P (D|EF ) as follows:

P (E|F ) = P (Πp ∩ b(W, rps) = φ|Πp ∩ b(Zi, rd) = φ)

= exp {−λpk(ds, rd, rps)} .

P (D|EF ) = E [P (D|EFΠp) |EF ]

= E

[

exp

{

−
∫

b(W,rss)

λas (z,Πp) dz

}

|EF
]

= E

[

exp

{

−
∫

b(W,rss)

λs1 {z /∈ B (Πp, rd)} dz
}

|EF
]

= E
[
exp

{
−λsQ

(
rss,Π

(3)
p

)}]
,

where Q (r,Π) ≡
∫

b(W,r)
1{z /∈B(Π,rd)}dz, and Π

(3)
p = Πp ∩ b (Zi, rd) ∪ b (W, rps).

Corollary 2. (Upper and Lower Bound of SRx’s Conditional Outage Probability) For

given λp and λs, the upper and lower bound of a SRx’s outage probability are given

as follows.

P u
o,2(λp, λs) = 1− e−λpk(ds,rd,rps)e−λsq,
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Figure 3.3: Conditioned on that there is no PTxs in b (Zi, rd)∪b (W, rps), the outage of
a SRx W can be caused by potential STxs in the hatched region b (W, rss). Whether
a potential STxs, e.g., at location z ∈ b (W, rss), can give harmful interference to W
depends on the potential PTxs in b (z, rd) \ (b (Zi, rd) ∪ b (W, rps)).

P l
o,2(λp, λs) = 1− e−λpk(ds,rd,rps)

(

1− q

qm

(
1− e−λsqm

)
)

where q = E

[

Q
(

rss,Π
(3)
p

)]

and qm = πr2ss.

Proof. The lower bound is found by applying Jensen’s inequality. And, the upper

bound is found using Lemma 1.

The q is computed numerically based on:

q = E

[∫

b(W,rss)

1
{
z /∈ B

(
Π(3)

p , rd
)}
dz

]

=

∫

b(W,rss)

P
(
z /∈ B

(
Π(3)

p , rd
))
dz

=

∫

b(W,rss)

P (Πp ∩ b (z, rd) \ (b (Zi, rd) ∪ b (W, rps)) = φ) dz

=

∫

b(W,rss)

P (Πp ∩H (Zi, rd,W, rps, z, rd) = φ) dz

=

∫

b(W,rss)

exp {−λph (Zi, rd,W, rps, z, rd)} dz.
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Geometrically, q is the size of mean interference area where potential harmful STxs

can be located. Intuitively, a smaller q allows a larger number of concurrent STxs.

3.4.2 Impact of Primary Network : Outage Wall

Fig. 3.4 shows the outage performance as a function of λs for different values of λp.

In this setting, the outage increases not only as λp increases but also as λs increases.

This exhibits the impact of interference on SRx from PTxs and STxs. Setting λs = 0

gives a lower bound on Po,2 (λp, 0), which we call outage wall:

Pw
o,2 (λp, ds) = 1− exp {−λp|b(W, rps)\b(Zi, rd)|} ,

i.e., we can not do any better than this for STx. Note that for a given λp > 0, an out-

age lower than this can not achieved even when λs = 0, unless |b(W, rps)\b(Zi, rd)| = 0.

Recall that |b(W, rps)\b(Zi, rd)| corresponds to the area, dark shaded region in Fig.3.3,

where undetectable and potentially harmful PTxs can be located. If we set rd such

that

rd ≥ ds + rps (3.8)

then, PTx-free area b(Zi, rd) will eventually cover the SRx W ’s interference area

b(W, rps), which results in |b(W, rps)\b(Zi, rd)| = 0. That is, no hidden PTxs exist

any more. If the secondary network is to have an outage performance requirement,

it should be larger than the Pw
o,2(λp, ds) otherwise the requirement will not be met.

3.4.3 Transmission Density

In this section we consider the transmission density of the secondary network. This

is of particular interest since it tells us how much we can exploit the spatial(or tem-

poral) spectrum holes. The density will be found without any outage requirement

on SRx. Bit per transmission times the transmission density with an outage require-

ment will later be defined as transmission capacity in Section 3.5. Below we give the

definition of the transmission density followed by its upper and lower bounds.
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Figure 3.4: Po,2 (λp, λs) were shown for S1 and S2. If any hidden PTx exists
(|b(W, rps)\b(Zi, rd)| > 0), then Po,2 (λp, λs) can not be lowered than its outage wall
Pw
o,2(λp, ds) even if λs → 0. In legends, UB and LB mean upper and lower bound

respectively.

Definition 7. (Transmission density of Secondary Network) For given λp, λs and

transmission probability of STx Ptx, (i.e., the probability that a STx be active) the

transmission density of secondary network is the number of successful transmission

per unit area between secondary STx and SRx pairs, which is given as

Ts (λp, λs) = λsPtx (1− Po,2 (λp, λs)) . (3.9)

Corollary 3. Upper and lower bounds on secondary network’s throughput Ts (λp, λs)

are found as follows:

T l
s = λs exp {−λpc1} exp {−λsq} , (3.10)

T u
s = λs exp {−λpc1}

(

1− q

qm
(1− exp {−λsqm})

)

, (3.11)

where c1 = πr2d + k(ds, rd, rps), and q = E

[

Q
(

rss,Π
(3)
p

)]

.

Proof. Ptx is given as e−πr2d and T l
s and T u

s are found by replacing Po,2 in (3.9) with

P u
o,2 and P l

o,2 respectively.

Fig. 3.5 shows Ts as a function of λs for various values of λp. These curves are indeed

similar to those of pure Aloha. When STxs are sparse, density increase is larger than
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Figure 3.5: Transmission density of secondary network Ts is maximized at λ∗s and
exponentially decreases as λp increases.

the outage increase. However, after the curve hits a peak at a certain density, called

as an optimal contention density, it drops since outage increase dominates density in-

crease. The optimal contention density which maximizes Ts is considered below. One

insight we get from (3.10) and (3.11) is the impact from primary network. The PTxs

with density λp scales down the Ts as factors of exp {−λpπr2d} exp {−λpk(ds, rd, rps)}
i.e., two factors: transmission opportunities and hidden PTxs exponentially reduce

the successful transmission of secondary network. PTxs also have an impact through

the q(λp) term, but the exponential term dominates. We find throughput maximizing

contention density in following theorem.

Theorem 6. (Optimal contention density of STx) For given λp, the lower and upper

bounds of optimal contention density, λ∗ls (λp) = argmaxλs>0 T
l
s (λp, λs) and λ

∗u
s (λp) =

argmaxλs>0 T
u
s (λp, λs) are given as follows:

λ∗ls =
1

q
, and λ∗us =

1

qm

(

1−W0

(

(1− qm
q
)e

))

,

where W0 is the W0-branch of Lambert W function.

Proof. Differentiating w.r.t λs and equating zero, dT l
2 (λs) /dλs = 0, gives λl∗s . To

find λu∗s , let u = exp {−λpc1} and v = 1 − q
qm

. Then, we have T u
2 (λs) = uvλs +

u (1− v)λs exp {−λsqm}. dT u
2 (λs) /dλs = 0 gives wew = ve

v−1
by letting w = 1−λsqm.
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Figure 3.6: Optimal contention density λ∗s is not sensitive to λp in the regime of
interest

Then, we have w =W0

(
ve
v−1

)
. Note that in the regime of interest, we have ve

v−1
> −1

e
,

which guarantees w is real in [−1,∞). Then, we have λu∗s (λp) =
1

πr2ss

(
1−W0

(
ve
v−1

))
.

This completes proof.

Fig.3.6 shows the optimal contention density as a function of λp for S1 and S2. In

S1, λ∗s (λp) is not sensitive to λp and very close to 1/qm in the regime of interest (

λp < 10−9) and it eventually increases as λp increases. In S2, λ∗s is constant 1/qm.

This is because in S2, we have rps ≥ rss+rd, so b(z, rd)\(b(Zi, rd)∪b(W, rps)) = ∅, see
Fig.3.3. This means that there do not exist any surrounding PTxs that can suppress

the activity of harmful STxs in b(W, rss). So, in S2 we always have q = qm. We

have two implications from this. Firstly, the operation of the secondary network,

from transmission perspective, is relatively unaffected by the primary network. That

is, once an area where secondary network can operate is identified, the operation of

the secondary network is similar to that where a secondary network operates alone.

This fact is again confirmed by the outage probability. Replacing the optimal con-

tention density in P u
o,2 (λp, λs) gives an upper bound on the outage probability under

maximum throughput as follows:

P u
o,2

(
λp, λ

∗l
s

)
= 1− exp {− (1 + λpk(ds, rd, rps))} .

Note that in this operating regime, we have P u
o,2

(
λp, λ

l∗
s

)
≃ 1 − 1

e
due to 1 +

λpk (ds, rd, rps) ≈ 1. Recall that 1 − 1
e
≃ 0.63 is the outage probability of Aloha
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in a homogeneous network at its maximum throughput. Secondly, we have λ∗ls ≥ 1
qm

for λp > 0, where 1
qm

≈ 1

πd2sβ
2/α
s

corresponds to the maximum contention density of

a homogeneous Poisson network in [13]. This means a maximum spatial density of

successful transmission is achieved at higher or equal density than that of a homoge-

neous network. This is because some of the potentially harmful STxs are suppressed

by PTxs and accordingly the conditional outage probability decreases, which even-

tually pushes λ∗s to increase. This is a somewhat surprising result since PTxs are

helpful in decreasing Po,2 and increasing λ∗s.

3.5 Capacity and Joint Network Capacity Region

In this section, we characterize the joint capacity of the primary and secondary

networks. The joint network capacity region is of interest since it characterizes all

the possible operating regimes. Specifically it is of interest to understand how much

capacity the secondary network can achieve for a given primary network capacity.

3.5.1 Outage Requirement for Secondary Network (ǫ-constraint)

To this end, we first impose an outage constraint on secondary network transmis-

sion, called the ǫ-constraint. To support a certain level of QoS, we require the outage

be kept low. We will of course find that the capacity region changes as a function of

the outage constraint ǫ. We first update the result on the contention density taking

into account the ǫ-constraint.

Fact 2. (Maximum Contention Density under ǫ-constraint) Under an outage con-

straint ǫ for Po,2 (λp, λs), the lower and upper bound of the contention density λǫs is

given as follows by letting ǫ = P u
o,2

(
λp, λ

ǫ,l
s

)
and ǫ = P l

o,2 (λp, λ
ǫ,u
s ) with ǭ = 1 − ǫ,

k2 = |b(W, rps)\b(Zi, rd)|

λǫ,ls =

[

− k2
q
λp +

1

q
log

1

1− ǫ

]+

(3.12)
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λǫ,us =

[

− 1

qm
log

(

1− qm
q

(1− ǭ exp {λpk2})
)]+

.

where q = E

[

Q
(

rss,Π
(3)
p

)]

=
∫

b(W,rss)
exp {−λph (Zi, rd,W, rps, z, rd)} dz which can

be computed numerically.

Fig.3.7 shows the maximum contention density λǫs as a function of λp for two different

cases ǫ = 0.1 and 0.3 when k(ds, rd, rps) 6= 0. Note that λǫs (0) =
1
qm

log 1
1−ǫ

corresponds

to the result found in homogeneous Poisson network [113]. Again, note that 1
k2
log 1

1−ǫ

satisfying λǫs

(
1
k2
log 1

1−ǫ

)

= 0 is the maximum λp allowed under ǫ-constraint. In

other words, if λp >
1
k2
log 1

1−ǫ
, then, ǫ-constraint is not satisfied even when λs = 0.

Actually, this result is tied to outage wall result in Section 3.4.2 and obtainable by

letting ǫ > Pw
o,2 (λp); i.e., a valid outage constraint should be larger than outage wall.

One interesting fact is that λǫ,ls looks linear in λp but actually not since q decreases as

λp increases. And,note that k2 the area where the hidden PTxs can exist increases,

the slope |k2/q| increases and which means λǫ,ls becomes more sensitive to λp. While

if k2 = 0 (as in S1), then λǫs is not much affected by λp. Finally, note that for large

ǫ it is possible that λ∗s < λǫs, so the optimal contention density under ǫ-constraint is

given as min{λ∗s, λǫs}.

3.5.2 Capacity of Primary and Secondary Network

The capacity of the primary network is related to the fraction of covered area

(through the covering probability in Definition 6) and the amount of information

broadcasted from these stations, which is defined as follows.

Definition 8. (Capacity of Primary Network) For given λp and λǫs. The capacity of

the primary network C1 is defined as

C1 (λp, λ
ǫ
s) = E [N1 (λp, λ

ǫ
s)] = bpPc,1 (λp, λ

ǫ
s) .
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Figure 3.7: Contention density of secondary node under ǫ-constraint(Left: S1 with
k2 = 0, Right: S2 with k2 > 0) were shown. In S2 as λp increases, the number of
hidden PTxs increases, which eventually suppresses λǫs.

Fact 3. (Lower bound and upper bounds of C1) The lower and upper bounds of

C1 (λp, λ
ǫ
s) are given as C l

1 (λp, λ
ǫ
s) = bpP

l
c,1 (λp, λ

ǫ,u
s ) and Cu

1 (λp, λ
ǫ
s) = bpP

u
c,1

(
λp, λ

ǫ,l
s

)

respectively.

In a similar manner, we can define the capacity for secondary network. It can be

understood as the achievable throughput given an outage constraint ǫ.

Definition 9. The capacity of secondary network under ǫ-constraint are defined as

follows:

C2,ǫ (λp, λ
ǫ
s) = bsλ

ǫ
sPtx (1− ǫ) = bsλ

ǫ
s (1− ǫ) exp

{
−λpπr2d

}
,

where Ptx is the transmission probability of a typical STx.

Fact 4. The lower and upper bound of C2,ǫ (λp, λ
ǫ
s) are given as C l

2,ǫ (λp, λ
ǫ
s) = bλǫ,ls (1− ǫ) exp {−λpπr2d}

and Cu
2,ǫ (λp, λ

ǫ
s) = bsλ

ǫ,u
s (1− ǫ) exp {−λpπr2d} respectively.

Note that if |b(W, rps)\b(Zi, rd)| = 0 for a fixed C1, the C2 increases as ǫ increases

until it is maximized at ǫ = 1− 1
e
and will start to decrease as ǫ increases over 1− 1

e
.
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3.5.3 Joint Network Capacity Region

Based on the definitions of C1 and C2, we now define the joint network capacity

region Cǫ, which is the set of achievable operating points (C1, C2) subject to outage

constraint.

Definition 10. The joint network capacity region is defined as

Cǫ =
{
(x, y) ∈ R2

+|∃λp ≥ 0 s.t. x = C1 (λp) , y ≤ C2,ǫ (λp)
}
.

3.6 Impact of System Parameters

3.6.1 Impact of Detection Radius and Optimization

We consider the case where we need to determine rd. Let d1 = dp + rsp(dp) and

d2 = ds + rps and suppose that the target decoding SINR of the two networks are

given as βp and βs. Then, C
ǫ,l
2 below is a function of rd:

Cǫ,l
2 (rd) = log (1 + βs) λ

ǫ,l
s (rd) (1− ǫ) exp

{
−λpπr2d

}
.

Recall that λǫ,ls in (3.12) has k2 ≡ |b(W, rps)\b(Zi, rd)| term, which is a function of

rd. Suppose rd < d2. Then, increasing rd makes k2 → 0, which consequently reduces

harmful interference from hidden PTxs and the outage probability. So, increasing

rd(< d2) increases λǫ,ls . Note that q is also a decreasing function of rd but hardly

changes. Once if rd ≥ d2, then, we have k2 = 0 and λǫ,ls increases very slowly and

looks constant. We observe that if rd < d2 increasing λǫ,ls dominates decreasing

exp{−λpπr2d}, which makes Cǫ,l
2 increasing. While if rd ≥ d2 the latter dominates and

Cǫ,l
2 starts to decrease. So, from the perspective of reducing the impact from hidden

PTxs, rd = ds + rps is a near optimal choice so as to maximize capacity. But along

with maximizing Cǫ,l
2 it is also necessary to protect primary receivers (note that this

maximizes C1). So, rd should be chosen as follows.
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rd < d2, we have hidden PTx and this forces
Cǫ,l

2 hit to zero as λp increases.

Figure 3.8: Joint network capacity region as a function of rd.

Rule of Thumb 1. (RT1) For given d1 = dp + rsp(dp) and d2 = ds + rps, choose the

the detection radius of STxs as rd = max{d1, d2}. It is the sub-optimal choice for

maximizing secondary capacity.

Increasing rd further is not helpful to increasing capacity since it exponentially reduces

transmission opportunities. Fig.3.8a shows the change in the joint network capacity

region for S1 for various values of rd when d1 = 2.02× 104 > d2. Since d2 < d1 in S1,

Cǫ,l
2 decreases as rd increases due to decreasing transmission opportunity. Fig.3.8b

shows the joint network capacity region for S2. In this case choosing rd = d2 achieves

near maximum Cǫ,l
2 since we have d1 < d2. Note that C1 in S2 can not reach its limit

point bp = log(1 + βp) = 4.39 due to the self interference from PTx to PRx, while

in S1, it achieves its limit. Also as exhibited, in Fig.3.8b if λp is too large for a case

rd < d2, it forces C
ǫ,l
2 to get a zero capacity due to its zero contention density. Recall

that if rd < d2, then the hidden PTx still exist and increasing λp eventually forces λǫs
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Figure 3.9: Joint network capacity region as a function of βs.

to zero.

3.6.2 Impact of Decoding SNR and Optimization

Consider the case where we need to determine βs given all other parameters except

rd which is a function of βs by RT1. The transmission capacity of secondary network

depends on several terms which increase (ր) and decrease (ց) with βs as follows:

Cǫ,l
2 ( βs
︸︷︷︸

ր

) = c2 log(1 + βs)
︸ ︷︷ ︸

ր

(1/q(βs))
︸ ︷︷ ︸

ց

exp{−λpπrd(βs)2}
︸ ︷︷ ︸

ց

(3.13)

for some constant c2 > 0. Note that as βs increases rss ≈ dsβ
1/α
s increases, and

accordingly q(βs) also increases. Also as βs increases, rps increases, which even-

tually increases rd since rd is assumed to be selected according to the RT1. This

exhibits the tradeoff between the three terms in (3.13). Increasing the transmission
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rate (or increasing βs) makes the SRx more sensitive to interference and accordingly

under a fixed ǫ allows fewer concurrent transmitters (decreasing node density) and

may discourage transmission attempts(decreasing transmission opportunity). Since

Cǫ,l
2 (βs) is a product of both increasing and decreasing terms there exists a unique

maximum point β∗
s maximizing Cǫ,l

2 , which is a function of λp. For λp = 0, we

can analytically find β∗
s after ignoring noise term. Setting dCǫ,l

2 /dβs = 0 gives

β∗
s (0) = exp

{
W0

(
− α

2eα/2

)
+ α

2

}
− 1 for α > 2. For λp > 0, β∗

s (λp) can be found

numerically.

Suppose that a minimum required data rate (or equivalently decoding SINR) for

secondary node’s applications is specified as a design requirement, denote it by βm
s .

Then, from the above discussion, it follows that there exists an optimal decoding

SINR β∗
s (λp). This suggests following.

Rule of Thumb 2. (RT2) For a given λp and an application-required decoding SINR

βm
s , the operating decoding SINR chosen as βo

s = max{β∗
s (λp), β

m
s } maximizes the

secondary capacity while satisfying the application requirement.

Replacing β∗
s (λp) in RT2 with β∗

s (0) makes the rule of thumb easy to use but gives

sub-optimal performance. Figs. 3.9a and 3.9b show the changes in the joint network

capacity region under various βs for S1 and S2. In S1, Cǫ,l
2 is maximized at β∗

s = 1.4

at almost all λp values, accordingly, β∗
s maximizes joint network capacity region. By

constrast in S2, as λp increases β∗
s decreases, so β∗

s (0) is sub-optimal. Note that

βs only affects the performance of secondary devices so only Cǫ,l
2 is affected. Note

that the joint network capacity region of S1 is roughly bounded by linear boundary,

this is because we have dp ≈ rd, then Pc,1 ≈ e−λpπr2d and from the definition of C1

and Cǫ,l
2 , it is straightforward to show the linear relationship. In S2, we have self

interference in the primary network, so the limiting capacity of C1 can not reach to
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bp = log2(1 + βp) = 4.39, which makes the joint network capacity region as convex.

3.6.3 Impact of Coverage’s Burstiness on Secondary Capacity

In this section, we show how the burstiness of a primary network’s coverage affects

the capacity of an associated secondary network1. For that end, we define the notion

of burstiness for Boolean process and make assumptions for simple analysis.

We adopt the definition of burstiness introduced in [14]. For two given primary

networks A and B with the same fixed coverage c, we say that the Network A has

a more bursty coverage than the Network B if the Network A has a larger coverage

radius than that of the Network B. Fig. 3.10 shows the realizations of two primary

networks’ coverage with the same coverage area, where the union of bright gray discs

is the coverage of PTxs and the union of dark gray regions around it is the guard

band to protect PRxs from STxs. The thickness of the band is given as κrsp(dp) for

given rsp(dp) and κ ≥ 0 is a measure of the conservativeness of detection radius. If

κ = 0, there is no guard band, otherwise the guard band is chosen conservatively.

We make the following assumptions.

(A1) Let the detection radius of STxs be determined as rd = max{dp+κrsp(dp), ds+rps}
for some κ ≥ 0 according to (RT1).

(A2) Assume that ǫ-contention density λǫs is a constant with respect to dp and ρs,

though it changes slowly as a function of them.

(A3) Assume the primary networks of interest have the fixed coverage fraction 0 < c <

1, i.e., P (O ∈ B(Πp, dp)) = c which gives a following condition: 1−exp{−λpπd2p} = c.

We need the assumption (A2) to make the optimization process simple. Note that

Cǫ,l
2 is proportional to both λǫs and Ptx, where both terms are the functions of dp.

However, we maximize Ptx only over dp since λ
ǫ
s varies slowly over dp. With the above

settings, we have following observations.

1This section along with Section 3.6.4 applies to only S1.
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(a) Case 1 with dp1 (b) Case 2 with dp2

Figure 3.10: Two realizations of primary network with the same coverage but different
coverage radii were shown. Coverage and guard region were shown as bright and
dark gray region respectively. Note that the thickness of guard band is the same, i.e.,
κrsp(dp1) = κrsp(dp1).

Proposition 12. Under the assumptions, if rd = dp (or κ = 0), then the capacity

of the secondary network is not affected by the burstiness of the primary network’s

coverage (or dp). If rd > dp (or κ > 0), then the capacity of the secondary network

decreases as the primary network’s coverage gets less bursty. The capacity decrease

depends on the conservativeness of detection radius κ.

Note that κ = 0 implies there is no conservativeness in detection radius and no

guard bands, then it is straightforward to see that Cǫ,l
2 is a constant since λǫs and

Ptx are constants by (A2) and (A3) respectively. However, if κ > 0, the conserva-

tiveness of the detection radius affects Cǫ,l
2 . Intuitively, this happens because the

area consumed by the guard band increases as the primary network becomes less

bursty (or smaller dp), which results in a smaller transmission probability. That is,

Ptx = exp{−λpπr2d} = (1 − c)γ
2
with γ = 1 + κrsp(dp)

dp
decreases as dp decreases. If dp

approaches to 0, then all the non-covered region is used for guard band purpose and

there is no room for secondary nodes to operate, leading to zero capacity (Cǫ,l
2 = 0).

Fig. 3.11a shows the relation between burstiness and capacity under various con-
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Figure 3.11: Impact of burstness of coverage and STx’s transmit power on C2

servativeness. It is clearly shown that in general more bursty network has higher Cǫ,l
2

and less conservative detection radius admits higher capacity Cǫ,l
2 . Note that κ = 0

case has almost flat capacity Cǫ,l
2 , which makes the assumption (A2) valid.

3.6.4 Impact of Transmit Power of STxs and Optimization

In this section, we show the existence of an optimal transmit power for secondary

nodes which maximizes the secondary capacity. An approximation of the optimal

transmit power is provided.

We keep the above assumptions (A1) and (A2) with κ = 1 and make an additional

assumption as follows.

(A4) Assume that it is required by system design requirements that secondary nodes’

tolerable interference level should be at least Imin
s , which consequently determines the

minimum required transmit power ρmin
s = inf

{

ρs > 0| ρsd
−α
s

η+Imin
s

> βs

}

= βsd
α
s (η+ I

min
s ).2

2Note that ρs, ds, and Is have dependency among them. In previous sections, Imin
s was the

function of given ρs and ds. While in this section we fix Is and ds, which gives ρmin
s .
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λǫs is again a constant due to (A2) and thus we optimize Ptx(ρs) over ρs to max-

imize Cǫ,l
2 . Note that rd = max{d1, d2} chosen by (A1) is a function of ρs. Specif-

ically, d1(ρs) = dp + rsp(dp, ρs) is a monotonically increasing function of ρs, while

d2(ρs) = ds + rps(ρs) is a monotonically decreasing function of ρs. Thus, there exist

an optimal ρs minimizing rd(ρs). Note that minimizing detection radius rd maxi-

mizes the transmission probability Ptx, and accordingly maximizes Cǫ,l
2 . Let ρ∗s be the

optimal transmit power, then dp + rsp(dp, ρ
∗
s) = ds + rps(ρ

∗
s) holds. Since it is hard

to find a closed form expression for ρ∗s, we find an approximation ρ̂∗s using the fact

that dp + rsp(dp, ρ
∗
s) ≈ dp. With the approximation, solving rps(ρ

∗
s) ≈ dp − ds gives

ρ∗s ≈ βsd
α
s

(

η + ρp
(dp−ds)α

)

. Then considering the minimum required transmit power,

we have an approximated value of ρ∗s given as follows.

Rule of Thumb 3. (RT3) For a given secondary system design requirements βs, ds

and ρmin
s , choose the transmit power of secondary node as

ρ̂∗s = max

{

ρmin
s , βsd

α
s

(

η +
ρp

(dp − ds)α

)}

. (3.14)

It is a sub-optimal choice for maximizing the secondary capacity.

Fig.3.11b shows Cǫ,l
2 as a function of ρs, which is maximized at ρs = ρ∗s. The red

vertical line denotes the approximation ρ̂∗s, which is quite close to the optimal value.

If ρ∗s < ρs, increasing transmit power ρs increases detection radius rd = dp+rsp(dp, ρs)

and makes it more conservative, which accordingly results in a capacity loss. While

if ρs < ρ∗s, decreasing transmit power ρs increases detection radius rd = ds + rps(ρs)

since decreasing transmit power ρs makes SRx more vulnerable to the interference

from PTxs, similarly which causes the loss of secondary capacity.
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3.7 Concluding Remarks

We have explored the interdependency between the primary and secondary net-

works with different access priorities to single frequency band in terms of the outage

probability and joint network capacity region. The model suggests that the detection

radius(or detection sensitivity) of cognitive device needs to be determined carefully

not only to protect primary receivers but also to minimize the impact from hidden

primary transmitters. Along with this, we have shown that there exists an optimal

decoding SINR and transmit power of cognitive devices that maximizes the capac-

ity of cognitive network. Furthermore we show that primary networks with bursty

coverage admit higher secondary capacity. We note that these parameters (except

primary transmit power) are easily adjustable without requiring complex algorithms

or hardware modification.
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3.8 Appendix : Proof of Lemma 1

Before the proof we first introduce a useful concept called increasing convex ordering

between two random variables.

Definition 11. (Increasing Convex Ordering on two random variables) We say thatX

is less than Y in increasing convex order, denoted X ≤icx Y 3, if E [φ (X)] ≤ E [φ (Y )]

for all increasing and convex functions φ : R → R such that expectations are defined,

or if E
[
(X − t)+

]
≤ E

[
(Y − t)+

]
for all t ≥ 0.

Proposition 13. If X and Y are non-negative random variables such that E [X ] =

E [Y ] then X ≤icx Y , if and only if E [φ (X)] ≤ E [φ (Y )] for all φ convex for which

the expectations are defined.

Now we proof the Lemma 1.

Proof. We will construct a Bernoulli random variable N such that P (N = 0) = 1 −
E[M ]
p

and P (N = p) = E[M ]
p

and show that E [(M − t)+] ≤ E [(N − t)+] or equivalently
∫∞
t
F̄M(x)dx ≤

∫∞
t
F̄N(x)dx holds for all t ≥ 0, where F̄M(x) and F̄N(x) denote the

complementary cumulative distribution function. Note that F̄M(x) = E [M ] /p for

0 ≤ x < p. Let α = inf
{
x|F̄M (x) ≤ m/p

}
, and recalling that F̄M is non-increasing,

it follows that for any x such that x ≥ α we have F̄M(x) ≤ F̄N(x) = m/p whence for

any t ≥ α,
∫∞
t
F̄M (x)dx ≤

∫∞
t
F̄N(x)dx. Now consider x such that 0 ≤ x < α, in this

case we have that F̄M (x) ≥ F̄N(x) = m/p so if 0 ≤ t < α we have that
∫ ∞

t

F̄M(x)dx =

∫ ∞

0

F̄M(x)dx−
∫ t

0

F̄M(x)dx (3.15)

= m−
∫ t

0

F̄M(x)dx (3.16)

≤ m−
∫ t

0

F̄N (x)dx (3.17)

=

∫ ∞

t

F̄N (x)dx, (3.18)

3Note that ≤icx was denoted as ≤v in [96] and ≤c in [101].
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where we have used the fact that
∫∞
0
F̄M (x)dx =

∫∞
0
F̄N(x)dx = m. Then which

implies M ≤icx N . We have E [M ] = E [N ] and E [φ(N)] = φ(0)− E[N ]
p

(φ(0)− φ(p)).

The result follows by Proposition 13.
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Chapter 4

Heterogeneous Environments and

RF-Environment Awareness

4.1 Introduction

Detecting underutilized spectrum or white space, while protecting licensed re-

ceivers, is a challenging task. The fundamental difficulty in detecting white space

is uncertainty in the environment e.g., noise, shadowing, fading, licensed receivers’

locations, limited detection capability of wireless devices, etc. Perhaps the simplest

solution to this problem, explained in more detail later, is to apply a threshold to

the measured licensed transmitter’s signal energy. To avoid interference to primary

receivers, one can make the cognitive radios very sensitive by reducing their signal en-

ergy detection threshold. However, this results in a large exclusion region around each

primary transmitter, inside which no cognitive devices are allowed to transmit [110].

The performance of this simple method is particularly poor when the secondary de-

vices must contend with uncertainty and heterogeneity, e.g., inside/outside, envi-

ronments. Circumventing this problem requires a fundamentally different approach.

Indeed the uncertainty can be significantly reduced if cognitive devices have more

detailed information on their operating environment. We shall refer to such cognitive

devices as RF-environment aware.

In this chapter, we will study the interplay between the transmission capacities of

primary and secondary nodes, under different levels of RF-environment awareness.

Our aim is to quantify the capacity and understand the impact of various system

parameters. In particular three white space detection methods for secondary nodes

are considered and gains are evaluated in terms of the joint network capacity region.
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Related Work. There have been numerous efforts towards optimizing parame-

ter selection in such networks, e.g., transmission power [57, 95] or primary exclusion

zone (equivalently, the signal energy detection threshold1). The analysis and insights

of [81,110], are limited due to remaining uncertainties, e.g., noise, interference, shad-

owing [103]. To reduce uncertainty, [9,50,73,124] have suggested the use of additional

information, which is either obtained on fly or preloaded on cognitive devices. In these

work, cognitive devices can access or have some form of database with information

on the environment, for instance but not limited to, the geographical information

and availability of spectrum usage opportunities (or the strength of primary signal)

at various locations, the characteristics of primary devices, usage pattern of licensed

bands, statistics of channel availability, and spectrum sharing policy. The most ef-

fective approach, among these, may be letting the cognitive devices know the exact

locations of primary receivers to be protected. As long as they are safe from interfer-

ence, cognitive devices can operate freely. The work of [115] shows an approach to

detect passive receivers like televisions by detecting the leakage power of the passive

receivers’ oscillators. They suggested the use of sensors detecting the leakage power

and sending weak beacon like signals indicating their existence to nearby cognitive

devices.

Other techniques have been proposed to help cognitive devices reduce the chances

of mis-detection and false alarm causing poor utilization of white space. Still, the key

question is how to quantify the relative benefits of these techniques. The work in [53]

attempts to compare the data base access approach in [124] versus the pure signal

energy detection approach in [110] but their model is limited to a single primary

transmitter and receiver pair. In a similar setting, [55] explores the impact of im-

perfect additional information on the performance of cognitive radio systems. They

1In [37], FCC requires the detection threshold low enough to detect even weak TV signal as low as
-114dBm. In this chapter, we study the performance of cognitive networks under various detection
thresholds (or detection radii). This permits us to evaluate how this parameter impacts network
capacity.
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Figure 4.1: The joint network capacity region of primary (C1) and secondary capac-
ity (C2) was shown under 10dB of penetration loss for three different white space
detection techniques. 50% of STxs are indoor and remaining 50% are outdoor. λr
denotes the density of primary receivers. When the density of primary transmitter is
λp = 2 × 10−10, the gain of positioning-assisted technique to signal energy detection
technique is 76%, and that of receiver location-aware technique is 177%.

showed via simulations the tradeoff between the resolution of radio environment in-

formation and performance of cognitive radios. We summarize the key contributions

of this chapter as follows.

Contributions. We summarize the key contributions of this chapter as follows.

First, we build a stochastic model based on the model in Chapter 3 that captures

the inter-dependency between two networks with multiple primary and secondary

nodes with different access priorities. The model is rich enough to capture the im-

pact of heterogeneous indoor or outdoor environment on secondary nodes’ white space

detection techniques. The outage probabilities and joint network capacity region for

primary and secondary nodes are derived. Second, we quantify the relative gains of

three different levels of RF-environment awareness and study the impact of indoor
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shadowing on their associated joint network capacity region. We show that capacity

trade-offs between primary and secondary networks depend on white space detection

technique, resulting in joint network capacity regions which range from complement

convex to linear to (almost) convex, see e.g., Fig.4.1. Not surprisingly the signal

energy detection approach’s network capacity region is the smallest, but, perhaps

surprisingly, secondary network’s capacity exhibits a non-monotonic behavior in the

attenuation associated with indoor shadowing. By contrast when secondary nodes use

positioning assisted and receiver location-aware techniques substantial gains in capac-

ity can be realized, and their capacity increases monotonically as indoor shadowing

increases. A final key observation quantified in this chapter is how the capacity gain

of knowing primary receivers locations versus simply knowing the position of primary

transmitters, varies with the density of primary receivers. This suggests that when a

system has a high density of primary receivers, such detailed information may not be

worthwhile, i.e., simpler cognitive mechanisms may suffice.

Organization This chapter is organized as follows. In Section 4.2, we provide a

detailed description of our model, white space detection techniques, and definitions of

the relevant system parameters. In Section 4.3, evaluation methodology is explained

with overview of results. In Sections 4.4 to 4.6, the outage probabilities of primary

and secondary receivers under three different sensing techniques are computed. These

outage probabilities are used to find the maximum contention densities of STxs under

an outage constraint in Section 4.7. In Section 4.8, we define the capacity of primary

and secondary networks and combine them to compute a joint network capacity

region. Section 4.9 concludes this chapter.

4.2 System Model

The model considered in this chapter is similar to that of Chapter 3 with some

additional elements. To that end, we summarize the entire model once again.
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4.2.1 Indoor Shadowing, Pathloss, and Interference Model

Indoor Shadowing In order to understand the impact of complex heterogenous

environments on cognitive network capacity we shall model a network where indoor

and outdoor nodes coexist. Signals propagating from the inside to the outside, and

vice versa, see, for simplicity, a fixed attenuation ψ, where 0 ≤ ψ ≤ 1, due to building

walls. We refer to this as a indoor shadowing level. In practice such losses are highly

dependent on a building’s construction materials - measurements suggest variations

from -40dB to 0dB [84].

Pathloss Propagation in the environment is captured using a simple free space

pathloss model. That is, if both the transmitter and receiver are outdoors, or both

within the same building, then, the attenuation factor is d−α, where d is the distance

from the transmitter to the receiver, and α is the pathloss attenuation factor. If

one of them is outdoors while the other indoors, then the signal is attenuated by an

additional factor ψ associated with the traversing building walls. If the transmitter

and receiver are indoor but in different buildings, then, a further additional factor of

ψ is introduced, giving a total attenuation of ψ2d−α. Such a model could be made

richer by considering different path loss attenuations in indoors and outdoors as well

as variable indoor shadowing, yet as we will see in the sequel, analysis is already

quite complex, and perhaps to first order it suffices towards understanding the role

of heterogeneity in the network environment.

Interference Model Throughout this chapter, the signal to interference plus noise

ratio (SINR) at a receiver, is computed based only on the dominant interferer, i.e.,

that which contributes the most interference, and a fixed SINR decoding threshold.

Thus an outage corresponds to having at least one interfering node within a given disc

of a fixed radius centered at the receiver. The interference radius of a receiver depends

on various parameters including the ambient noise power, interferer’s transmit power,
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receiver’s received signal power and the decoding threshold. This will be discussed in

more detail in Section 4.2.5.

4.2.2 Primary Network

We shall assume the locations of active primary transmitters (PTx) follow a Poisson

point process (PPP) Πp = {Xj} with intensity λp on R2. Here Xj denotes both

j-th PTx as well as its location. A PTx Xj uses a transmit power ρp and covers a

region b (Xj, dp), where b (x, r) denotes a disc centered at x with radius r and dp is the

coverage radius of a PTx. A primary receiver (PRx) located within the PTxs’ coverage

area B (Πp, dp) ≡ ∪Xj∈Πpb (Xj , dp), is assumed to successfully receive the primary

signal as long as it does not see secondary interferers. We let βp denote the decoding

SINR for PTx’s signal and bp = log (1 + βp) be the transmission rate of PTxs. The

locations Πr of PRxs are assumed to follow a homogenous PPP conditioned on the

coverage area of the PTxs, thus this is a stationary doubly stochastic process (or Cox

process) with a random intensity measure given by λr1 {z ∈ B (Πp, dp)} at location

z ∈ R2, where 1 {} denotes the indicator function, see [102]. A PRx Y is interfered

by STxs if there is at least one secondary transmitter (STx) in b (Y, rsp), where rsp is

the interference radius of a PRx with respect to a STx, determined in Section 4.2.5.

We assume that all PTxs and PRxs are outdoors2. This is a worst case scenario since

indoor PRxs, if any, are better protected from interference. We refer to (Πp,Πr) as

the primary network.

2In real world, some PRxs are indoors. However, we only consider outdoor PRxs in this chapter
since assuming some portion of PRxs are indoors has almost no impact on our results. This is
because the operations or parameters of secondary nodes are determined based on/considering only
the performance of outdoor PRxs that are in worse condition than indoor PRxs in terms of robustness
to interference.
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4.2.3 Secondary Network

The locations of STxs are also modeled as a PPP Πs on R2 but with intensity

λs. The locations of indoor secondary transmitters (iSTx) Πsi are obtained by inde-

pendent thinning of Πs with probability ai. The remaining STxs Πso correspond to

outdoor secondary transmitters (oSTx). Thus Πsi and Πso are PPP with intensities

λsi ≡ aiλs and λso ≡ aoλs respectively, where ao = 1− ai.

We assume STxs use a cognitive function to detect white space and then contend

with each other using a simple ALOHA protocol, as done in [13, 112, 113]. STxs

transmit at power ρs. Not all STxs in Πsi and Πso are active, so we will introduce

additional processes to denote active STxs. These are once again Cox processes

with non homogenous intensity given the locations of the primary network {Πp,Πr} .
Specifically, the intensity of active iSTxs at location z given {Πp,Πr} is given by

aiλs1 {iSTx at z is active under {Πp,Πr}}

where the indicator function depends on a the white space detection technique being

considered. Techniques, for determining the transmission opportunities for STxs, will

be explained the next section. We assume each STx has an associated secondary

receiver (SRx) randomly located at a fixed distance ds and both are either indoor or

outdoors. 3 Note that SRxs can be interfered by unintended STxs or PTxs. More

specifically, an outage may occur at oSRx Wo if there are one or more oSTxs within

b (Wo, r
oo
ss); or if, there are one or more iSTxs in b (Wo, r

io
ss), where r

oo
ss and rioss are

the interference radii of a oSRx with respect to oSTxs and iSTxs respectively. In

general rooss ≥ rioss since iSTx will offer less interference to oSRx due to penetration

loss ψ. Similarly an iSRx Wi can be interfered by either oSTxs in b (Wi, r
oi
ss) or iSTxs

in b (Wo, r
ii
ss), where roiss and riiss are the interference radii of a iSRx with respect

to a oSTx and iSTx respectively. Generally roiss ≥ riiss holds since iSTx gives less

3By assuming fixed distance ds between STx and SRx, we do worst case analysis.
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interference to iSRx due to the strong penetration loss ψ2. An oSRx Wo is interfered

by PTxs if there exist any PTx in b (Wo, rps), where rps is the interference radius of

oSRx with respect to a PTx. Similarly, a iSRx Wi can be interfered by PTxs if there

exist any PTx in b
(
Wi, r

i
ps

)
, where rips is the interference radius of a iSRx with respect

to a PTx. We assume that STxs transmit with rate bs = log (1 + βs) where βs is the

decoding SINR threshold for STx’s signal. The various parameters introduced here

will be specified in Section 4.2.5.

4.2.4 White Space Detection

Three different methods are considered for detecting transmission opportunities

for secondary nodes. They are neither the worst nor the best, but rather represent

the spectrum of possible approaches exploiting different levels of RF-environment

awareness that STxs could have of the surrounding environment. Note that in [37,38]

FCC requires cognitive devices to have either signal energy detection scheme or geo-

location/data base access scheme that corresponds to the first and second methods

in our work. Cognitive devices relying only on the signal energy detection method

can be allowed to be used but should pass FCC’s much more rigorous test.

Signal Energy Detection Based Cognitive Devices. Signal energy detection

is a simple technique which relies on measuring the PTxs’ signal energy at a STx’s

location. If it is below a predetermined detection threshold, the STx infers that there

is no PTx in its detection – again modeled as a disc centered at the STx and a given

detection radius. Increasing the threshold makes the STx only sensitive to PTxs which

are close by, i.e., the detection radius is a strictly decreasing function of the threshold.

Decreasing the threshold makes the detector more sensitive, and accordingly the STx

will behave conservatively. Although this approach appears reasonable it has a serious

weakness. A STx which is indoors will see an attenuated signal from outdoor PTxs,

and may conclude there are no nearby PTxs, and transmit within coverage area

of PTxs possibly producing harmful interference to PRxs. To preclude from this
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happening, the detection threshold needs to be set very conservatively. This point

will be discussed further in Section 4.4.1 where we will quantify the impact of iSTxs

on PRx’s outage probability. In the sequel we let E-STx(E-SRx) denote STx(SRx)

using the signal energy detection method. When we need to be more specific on

node’s location, i.e., indoor or outdoor, we use E-iSTx(E-iSRx) and E-oSTx(E-oSRx)

for an indoor and an outdoor E-STx(E-SRx) node respectively.

Positioning-assisted Cognitive Devices. A STx using positioning-assisted

detection is aware of the actual locations of nearby PTxs. We assume that either the

device has preloaded map in its memory or it can access remote database. The de-

vice periodically samples its current location using its built-in positioning module and

checks if it is safe to transmit or not. We assume that when STxs are outdoors they

use Global Positioning System(GPS) technology and when they are indoors they use

indoor positioning technology [76] or infer its location information based on previous

history of location information. Two similar ideas were discussed in [9, 50]. A cogni-

tive device using this approach knows the coverage area of PTxs, and so does not have

the drawback of mis-detecting PTxs discussed for the previous method. It allows both

indoor and outdoor STxs to correctly detect the presence of PTxs or equivalently the

regions where STxs are not allowed to transmit. In fact, this approach is equivalent

to a technique letting a cognitive device know whether it is indoors or outdoors. The

device using the information can adaptively adjust its signal energy detection thresh-

old so as to protect primary receivers and to maximize its transmission opportunity.

We shall use a similar naming convention, where G-STx(G-SRx), G-iSTx(G-iSRx)

and G-oSTx(G-oSRx) denote a positioning-assisted STx(SRx), a positioning-assisted

indoor STx(SRxs), and a positioning-assisted outdoor STx(SRx) respectively.

Receiver Location-Aware Cognitive Devices. Lastly suppose cognitive de-

vices can detect the locations of both PTxs and PRxs. Whether this is implementable

depends on the nature of PRxs. If the PRxs are passive it may not be easy to detect

them. However, even in this case, it may not be totally impossible if one can detect
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the leakage power of receiver’s oscillator, see [115]. [4] shows that this kind of detect-

ing scheme is implementable and have been used in the UK to find people watching

TV without buying licenses. If PRxs can send a signal (beacon) to indicate their ex-

istence to nearby STxs, then, it is of course much easier to detect and protect them.

Alternatively the location of PRxs to be protected could be registered in a database

accessible by STxs. We shall thus suppose STxs are able to detect the presence of

PRxs within a certain radius. This affords cognitive devices the highest degree of

RF-environment awareness. STxs can now transmit within the coverage of PTxs4 as

long as they do not give harmful interference to PRxs (or equivalently there are no

PRxs close to them).

We again adopt a naming convention, where L-STx(L-SRx), L-iSTx(L-iSRx) and L-

oSTx(L-oSRx) denote a receiver location-aware STx(SRx), a receiver location-aware

indoor STx(SRx), and a receiver location-aware outdoor STx(SRx) respectively.

4.2.5 System Model Parameters

Below we derive many of the above mentioned model parameters, from those spec-

ified as a part of system design and requirements, e.g., ρp, ρs, βp and βs. We let ip

denote the maximum tolerable interference at the edge of PTx’s coverage area. ip is

a design parameter that corresponds to a performance margin which makes receivers

robust to a certain amount of interference, so we assume this value is given and fixed.

This, and the successful reception condition for PRx, determine the coverage range

dp of a PTx. That is, under maximum interference, the received SINR of a PRx at

distance d where d < dp from its nearest PTx should be larger than the decoding

4According to the current rule by FCC, cognitive devices are not allowed to operate inside the
coverage of primary transmitter. But, in this chapter, by allowing it we study how much capacity
improvement we can expect if we can overcome the current limitation.
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SINR threshold βp, which defines the coverage range of a PTx as

dp ≡ sup

{

d > 0|ρpd
−α

η + ip
> βp

}

=

(
ρp

(η + ip)βp

) 1
α

,

where η denotes the noise power. By considering ip in computing dp, we do a worst

case analysis.

Next we determine the smallest allowable distance rsp(d) between an oSTx and

a PRx, given the latter is a distance d from its nearest PTx. Ensuring successful

reception means that:

rsp(d) ≡ inf

{

r > 0| ρpd
−α

η + ρsr−α
> βp

}

= ρ
1
α
s

(
ρp
dαβp

− η

)− 1
α

. (4.1)

We will call rsp (d) the PRx’s interference radius with respect to an oSTx. The PRx’s

interference radius with respect to an iSTx is similarly given by

risp (d) ≡ inf

{

r > 0| ρpd
−α

η + ψρsr−α
> βp

}

= ψ
1
α rsp(d).

Note that rsp (d) and risp (d) are strictly increasing functions of d. Indeed, as the

PRx gets further away from its nearest PTx, the PRx is increasingly vulnerable to

interference, and so the above radii increase. In the sequel we will occasionally omit

the dependency of rsp and risp on d.

Next we determine the maximum tolerable interference of a SRx is. A SRx a

distance ds away from its STx can decode the signal from the STx, if the received

SINR is larger than βs; this gives the following requirement

is ≡ sup

{

i > 0|ρsd
−α
s

η + i
> βs

}

=
ρsd

−α
s

βs
− η. (4.2)

In turn an oSRx’s interference radius w.r.t. a PTx, rps can be determined by ensuring

the interference from its nearest PTx does not exceed is, i.e.,

rps ≡ inf
{
r > 0|ρpr−α + η ≤ is

}
=

(
ρp

is − η

) 1
α

. (4.3)
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Similarly, the iSRx’s interference radius w.r.t. a PTx rips follows by including the

additional indoor shadowing level ψ that the indoor SRx would see:

rips ≡ inf
{
r > 0|ψρpr−α + η ≤ is

}
= ψ

1
α rps. (4.4)

There are four different types of SRx’s interference radii related to STxs. The

oSRx’s interference radius w.r.t. an oSTx rooss is computed as follows. For an oSRx to

receive its oSTx’s signal without outage, the noise plus interference from its nearest

interfering oSTx to the oSRx should not exceed the tolerable interference ρsr
−α+η ≤

is, giving

rooss ≡ inf
{
r > 0|ρsr−α + η ≤ is

}
=

(
ρs

is − η

) 1
α

.

The oSRx’s interference radius w.r.t. an iSTx rioss is determined by the interference

condition ψρsr
−α + η ≤ is, which gives

rioss ≡ inf
{
r > 0|ψρsr−α + η ≤ is

}
= ψ

1
α rooss .

The iSRx’s interference radius w.r.t. an oSTx roiss is determined by the interference

condition ψρsr
−α + η ≤ is, giving

roiss ≡ inf
{
r > 0|ψρsr−α + η < is

}
= ψ

1
α rooss .

The iSRx’s interference radius w.r.t. an iSTx in a different building riiss is determined

by the interference condition ψ2ρsr
−α + η ≤ is, giving

riiss ≡ inf
{
r > 0|ψ2ρsr

−α + η ≤ is
}
= ψ

2
α rooss .

A STx using signal energy detection, E-STx, ensures there are no PTxs close by,

i.e., within its detection radius rd, so as to indirectly protect PRxs. The baseline

detection radius used for E-oSTx is defined as

rd ≡ max {dp + rsp(dp), ds + rps} . (4.5)
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The first term in the maximum ensures that the STx is far enough so as to not harm

PRx which is at the edge, i.e., a distance dp, from its associated PTx. Thus STx’s can

send only if they are outside the PTxs’ coverage area plus an additional guard zone.

The second term corresponds to minimum distance a SRx must be from a PTx, rps

plus the SRx’s fixed distance ds from its associated STx. If the secondary network

includes indoor STx then protecting PRxs requires increasing the detection radius

to rEd ≡ ψ− 1
α rd, We discuss this in more detail in the sequel along with modeling of

detection radii for the two other white space detection methods to be considered.

4.2.6 Preliminary Definitions

In this section, we define some further notations used throughout this chapter. Let

|A| denote the area of a set A ⊂ R2. Let ‖x− y‖ denote the distance between x and

y in R2. We define a set K (x, rx; y, ry) ≡ b (y, ry) \b (x, rx) in R2. Let L{Q}(λs) ≡
E
[
e−λsQ

]
be the Laplace transform of a random variable Q. For simplicity we let

qoom = π (rooss)
2, qiom = π (rioss)

2
, qoim = π (roiss)

2
, qiim = π (riiss)

2
, qom = aiq

io
m + aoq

oo
m and

qim = aiq
ii
m + aoq

io
m. For a given x ∈ R2 and PPP Π, x /∈ B (Π, r) and Π ∩ b (x, r) = ∅

will denote the same event.

4.2.7 Parameter Set

Throughout this chapter, we use the following representative parameters to compute

the system model parameters defined in Section 4.2.5: α = 3, η = No × 20 × 106,

ip = 5η, ρp = 100W, ρs = 1mW, βp = 10, βs = 1.4, where No = −174dBm is an

noise power spectral density. Some of the resulting computed system parameters are

as follows: dp = 27560m, is = 7.14× 10−7, ds = 10m, rps = 519m, and rooss = 11.18m.

See [3, 16, 81] for some realistic parameter values. and [65] for parameter selection.
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ρp Transmit power of PTx

ρs Transmit power of STx

βp Decoding SINR of PRx

βs Decoding SINR of SRx

dp Coverage range radius of PTx

ip Maximum tolerable interference of PRx

at the edge of PTx coverage

is Max tolerable interference of a SRx

at distance ds from its STx

rEd Detection radius of E-oSTx

rLd Detection radius of L-oSTx

rps Interference radius of oSRx w.r.t. PTx

rips Interference radius of iSRx w.r.t. PTx

rooss Interference radius of oSRx w.r.t. oSTx

rioss Interference radius of oSRx w.r.t. iSTx

roiss Interference radius of iSRx w.r.t. oSTx

riiss Interference radius of iSRx w.r.t. iSTx

rd Detection radius (baseline)

rsp(d) Interference radius of a PRx w.r.t. to oSTx

risp(d) Interference radius of a PRx w.r.t. to iSTx

rEid Detection radius of E-iSTx

rLid Detection radius of L-iSTx

α Pathloss attenuation factor

ai Fraction of indoor STxs

ao Fraction of outdoor STxs (= 1− ai)

λs Density of STxs

ψ Indoor shadowing level

λp Density of PTxs

η Noise power

Table 4.1: Summary of Parameters
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4.2.8 Weaknesses of Model

Our model has several weaknesses. First, our channel model accounts for pathloss

attenuation and indoor/outdoor shadowing factor only. Fading is not considered.

Second, our interference model does not account for the additive nature of interfer-

ence. Indeed as mentioned earlier, we assume that outages are caused solely by the

dominant interferer. This choice is driven mathematical simplicity, yet for spatially

distributed nodes, this has been proven as a fairly good model [49,72,74]. Moreover, it

turns out that outage probability computed with this simple disk model corresponds

to the lower bound of outage computed considering shot noise interference, and it has

been shown that the lower bound is asymptotically tight, see [112, 113]. Third, the

location of primary transmitters is modeled as PPP. Clearly this is not likely to be

true in practice for any type of designed infrastructure. Still this provides a simple

caricature of the spatial variability one might see in such deployments. Finally, we

assume STxs transmit in Aloha fashion, this again is assumed for tractability, follow-

ing [13, 56, 112, 113]. Some of our results could perhaps be extended to account for

clustering in PTxs and/or STxs, yet via a non-homogenous point process but from

now it seems reasonable to focus on understanding the homogenous case.

4.3 Computing joint Network capacity Region Roadmap and
Overview of Results

4.3.1 Computing a Joint Network Capacity Region Roadmap

Our goal is to compare the joint network capacity region

Λ = {(C1, C2)|(C1, C2) are achievable},

i.e., the set of achievable primary and secondary capacity pairs (C1, C2), under the

three white space detection techniques. The notion of joint network capacity region

studied in this chapter is different from the classical one in information theory [28]

in at least three ways. First, a primary network’s broadcast coverage capacity C1 is
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defined as the average number of bits that can be successfully received by potential

receivers per second per square meter per Hertz. Since the primary network oper-

ates in the broadcast mode this is simply proportional to transmission rate bp times

the fraction of covered area. The covered area depends on the density of primary

transmitters λp and potentially also on secondary nodes’ behavior if it fails to protect

the primary network. Second, the secondary network’s transmission capacity C2 is

the average number of successfully transmitted bits per second per square meter per

Hertz subject to an ǫ-outage constraint summed over indoor and outdoor transmis-

sions. This is similar to the notion introduced in [13, 113], except that in a cognitive

network context, the secondary nodes’ transmission capacity depends on the density

of primary nodes, fractions of indoor/outdoor secondary nodes, the environment, e.g.,

path loss and indoor shadowing as well as the white space detection technique being

used. Third, a pair (C1, C2) is “achievable” if there exists a density of primary and

secondary nodes such that the average spatial capacity of both the primary and sec-

ondary network is (C1, C2). Note that C1 and C2 correspond to averages computed

over an ensemble of Poisson distributed primary and secondary nodes under our sys-

tem models. The mathematical definition of the joint network capacity region will be

given in Section 4.8.

The computation of the joint network capacity region involves three steps. First

determining the outage probabilities for primary and secondary (indoor/outdoor)

nodes. This is carried out for each white space detection technique in Sections 4.4–4.6.

Second, for a fixed intensity of primaries nodes λp determining the optimal intensity

of secondary transmissions λǫs which meets the outage constraint ǫ, see Section 4.7.

Third, computing the joint network capacity region by varying the possible intensity

of primary nodes see in Section 4.8. Prior to doing so, we discuss some of the key

obtained results.
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(a) Signal energy detection
method: indoor environment
causes interference attenuation,
which makes E-iSTxs feel at-
tenuated interference power.
So, conservative(large) detec-
tion radius rEd is required.

(b) Positioning-assisted
method: both G-iSTx and G-
oSTx have the same detection
radius rd, which allow them
fully utilize white space.

(c) Receiver location-aware
method: as long as not giving
interference to PRxs, L-STxs
can operate even inside the
coverage of PTxs. L-STxs are
not allowed to transmit inside
the PRx’s interference region
(circle around each PRx).

Figure 4.2: A typical realization of primary and secondary networks under three white
space detection methods is shown. Shaded region denotes the coverage of PTxs with
radius dp.

4.3.2 Overview of Results

Fig.4.1 exhibits representative joint network capacity regions for the cognitive net-

work under the three white space detection mechanisms considered, while Fig.4.2

exhibits the geometry underlying these results. As expected the capacity is enhanced

when secondary nodes have a higher degree of RF-environment awareness.

In the signal energy sensing scenario the detection radius must be set conservatively

because indoor STx can not properly infer the location of PTxs and thus protect

PRxs. As shown in Fig.4.2a E-oSTx nodes can only operate if they are outside this

larger radius rEd , while because of the indoor shadowing E-iSTx can operate outside

the (‘correct’) radius rd. As exhibited in Fig.4.1 the joint network capacity region for

this scenario is surprisingly complement convex. Note it is tempting to think time

sharing would convexify the network capacity region, yet this does not make sense

in the scenario of interest, i.e., where a pre-installed broadcasting network’s licensed

spectrum is being opportunistically used by an ad hoc cognitive network.
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The positioning-assisted white space detection technique solves this problem since

all G-STxs are made directly aware of the coverage area of PTxs. Fig.4.2b shows a

typical realization of the two networks, where both G-iSTxs and G-oSTx can operate

outside coverage area of PTxs. The joint network capacity region is shown to be

roughly linear in this case, see Fig.4.1.

Last, if STxs are aware of primary receivers’ locations one obtains substantial ca-

pacity improvements. Indeed, depending on the locations of PRxs, L-STxs can op-

portunistically transmit within the coverage area of PTxs, so the capacity gains now

depend on the density of primary receivers, see Fig.4.1. Fig.4.2c, exhibits the geome-

try underlying this scenario. The small discs around each PRx denote its interference

region w.r.t. a L-oSTx5. To protect PRxs no L-oSTx should reside in such discs. The

radii of these discs are defined in (4.1) as rsp(d) which is strictly increasing function

of distance d to its nearest PTx. Perhaps counterintuitively, L-STxs located closer

to PTxs are more likely to transmit than L-STxs far from them. Also surprisingly, it

turns out that this phenomenon is helpful in increasing secondary capacity when λp

is high, this can be seen in Fig.4.1, where the receiver location aware capacity region

for λr = 10−4 exhibits a non monotonic behavior on the right hand side.

4.4 Performance of Signal Energy Detection Technique

In this section, we evaluate the outage probability of a PRx and E-oSRx. We will

first show that if an indoor STx chose its detection radius rd (or equivalently detection

threshold) naively, this can negatively impact PRxs. For notational simplicity, let Π′
so

and Π′
si be Cox processes denoting active (or transmitting) E-oSTxs and E-iSTxs with

intensities aoλs1 {z /∈ B (Πp, rd)} and aiλs1 {z /∈ B (Πp, r
i
d)} at z ∈ R2 respectively

and, where rid ≡ ψ
1
α rd.

5We can also draw its interference region w.r.t. a L-iSTx, but it is omitted for simplicity.
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4.4.1 Outage Probability of Primary Receivers

Suppose we set the detection threshold, say Id, of E-STxs such that ρpr
−α > Id

for r < rd. Then, E-oSTxs would detect any PTxs within rd and would not interfere

PRxs that are at the edge of the PTxs’ coverage area. However, E-iSTx can only

detect PTxs within rid, which potentially makes them mis-detect PTxs between rid

and rd. To show the negative impact of this parameter choice, we shall compute the

outage probability of a PRx as a function of distance d to its nearest PTx.

Theorem 7. (Conditional Outage Probability of PRx with E-STxs) For given λp, λs,

and dp, a PRx Y ’s outage probability given it is a distance d away from its nearest

PTx X is given by

P p
out(d, λs) = 1− 1{d < dp}L{aoL1(d,Π

(2)
p )+aiL2(d,Π

(2)
p )} (λs) , (4.6)

where Π
(2)
p = {Πp ∩ b (Y, d)} ∪ {X},

L1(d,Π) =
∫

K(X,rd;Y,rsp)
1 {z /∈ B (Π, rd)} dz, and L2(d,Π) =

∫

K(X,rid;Y,r
i
sp)

1{z /∈ B (Π, rid)}dz.

Proof is given in Appendix 4.10. Note that geometrically L1(d,Π
(2)
p ) =

∫

K(X,rd;Y,rsp)
1{z /∈

B(Π(2), rd)}dz is an area of K(X, rd; Y, rsp) which is not covered by the Boolean pro-

cess B
(
Π(2), rd

)
and a similar interpretation applies to L2(d,Π

(2)
p ). L1(d,Π

(2)
p ) can

be viewed as a random variable with finite support since it depends on the random

process Π
(2)
p . Note that this area measures the amount of potential interferers. Thus,

a larger area implies that the PRx Y is more likely to be interfered with. To compute

the above Laplace transform L{aoL1(d,Π
(2)
p )+aiL2(d,Π

(2)
p )}(λs), we need to know the dis-

tributions of two random variables L1(d,Π
(2)
p ) and L2(d,Π

(2)
p ), but these are difficult

to compute. So, we will compute upper and lower bounds on these quantities. The

following corollary gives lower and upper bounds on P p
out(d) obtained using Lemma

1, while the upper bound is obtained using Jensen’s inequality.

Corollary 2. For d < dp, upper and lower bounds of a PRx’s conditional outage
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probability are given by:

P p,u
out (d, λs) = 1− exp{−λs(aol1 + ail2)}, and

P p,l
out(d, λs) =

aol1 + ail2
aol1m + ail2m

(1− e−λs(aol1m+ail2m)),

where l1 = E[L1(d,Π
(2)
p )], l2 = E[L2(d,Π

(2)
p )], l1m = |K(X, rd; Y, rsp)| and l2m =

|K(X, rid; Y, r
i
sp)|.

In the sequel, we omit proofs of remaining corollaries giving such bounds since all

of them can be proved using the same machinery. Note that l1 = E[L1(d,Π
(2)
p )] and

l2 = E[L2(d,Π
(2)
p )] can be computed through numerical integration as follows:

l1 =

∫

K(X,rd;Y,rsp)

P (z /∈ B(Π(2)
p , rd))dz

=

∫

K(X,rd;Y,rsp)

exp{−λp|K(X, d; z, rd)|}dz,

l2 =

∫

K(X,rd;Y,risp)

P (z /∈ B(Π(2)
p , rid))dz

=

∫

K(X,rd;Y,risp)

exp{−λp|K(X, d; z, rid)|}dz.

Fig.4.3a shows the outage probability of a PRx as a function of d to its nearest PTx

when ao = 1, i.e., when there are no E-iSTx. One PTx at the origin is considered.

In this case, we have a coverage dp = 27559m, and the detection radius rd is set to

dp + rsp(dp) after considering guard band of width rsp(dp). As expected, the outage

probability is zero for d < dp and non-zero otherwise. However if there exist indoor

nodes (i.e., ai > 0) with ψ = −10dB, we have a significant increase in the outage

probability as shown in Fig.4.3b. Since rid < rd, the attenuated signal from the PTx

makes E-iSTxs between rid and rd mis-detect the PTx and allows them to transmit

even inside the coverage area of the PTx. This becomes increasingly severe if ψ gets

stronger(or smaller). These two figures clearly show how poorly selected detection

radii of STxs can give harmful interference to PRxs. To prevent this, one has to set
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(a) If there is no indoor nodes (i.e., ψ = 0),
setting rd = dp + rsp(dp) is enough to protect
PRxs from STxs’ interference. Note that PRx’s
outage is zero for d < dp.
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(b) If there exist 50% of indoor nodes (ai = 0.5)
with ψ = −10dB, they mis-detect the existence
of nearby PTx and start transmitting even when
they are inside the coverage i.e., when d < dp.
It causes severe increase of PRx’s outage prob-
ability.

Figure 4.3: Impact of STxs’ interference to outage probability of PRx at distance d
to its nearest PTx

the detection threshold conservatively so that all the E-iSTxs at d < dp detect the

PTx. We reconsider the outage probability calculation under a more conservative

detection radius choice in next section.

4.4.2 Outage Probability for Primary Receiver with STxs using a Con-
servative Detection Threshold

In order to properly protect PRxs in the coverage area of PTxs, we shall make

all STxs use the detection radius rEd ≡ ψ− 1
α rd, where rd is the desired minimum

detection radius defined in (4.5). Note that E-oSTxs using rEd can detect all PTxs

in their detection radius rEd , but E-iSTxs using rEd only detect PTxs in an effective

detection radius of ψ
1
α rEd = rd since E-iSTxs are indoor and see attenuated PTx

power. They see the PTxs’ appear further away than their actual locations. So,
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considering this effect, E-STxs must use a conservative detection radius rEd .

Accordingly, let ΠE
so and ΠE

si be Cox processes denoting active E-oSTxs and E-iSTxs

that would arise given these new detection radii with intensities aoλs1
{
z /∈ B

(
Πp, r

E
d

)}

and aiλs1
{
z /∈ B

(
Πp, r

Ei
d

)}
at z ∈ R2 respectively. Note that E-STxs no longer

transmit inside the coverage area of the PTxs due to this new detection threshold.

However, as a side effect this will make E-oSTx less likely to be active since they need

to detect a larger PTx free area to be active. We update Theorem 7 and Corollary 2

by replacing rd with rEd and rid with rEid ≡ ψ
1
α rEd , to obtain Theorem 8 and Corollary

3 respectively.

Theorem 8. (Outage Probability of PRx with E-STxs with conservative detection ra-

dius) For a PRx Y at a distance d from its nearest PTx, we have an outage probability

P pE
out(d, λs) = 1− 1{d < dp}L{aoL3(d,Π

(2)
p )+aiL4(d,Π

(2)
p )}(λs)

where L3(d,Π) =
∫

K(X,rEd ;Y,rsp)
1{z /∈ B(Π, rEd )}dz, and L4(d,Π) =

∫

K(X,rEi
d ;Y,risp)

1{z /∈
B(Π, rEid )}dz.

This outage probability can be upper and lower bounded as follows.

Corollary 3. For d < dp, upper and lower bounds on a PRx’s conditional outage

probability are given by:

P pE,u
out (d, λs) = 1− exp{−λs(aol3 + ail4)} and

P pE,l
out (d, λs) =

aol3 + ail4
aol3m + ail4m

(1− e−λs(aol3m+ail4m)),

where l3 = E[L3(d,Π
(2)
p )], l4 = E[L4(d,Π

(2)
p )], l3m =

∣
∣K(X, rEd ; Y, rsp)

∣
∣ and

l4m =
∣
∣K(X, rEid ; Y, risp)

∣
∣.

Again l3 and l4 can be computed numerically, see Appendix 4.14. The outage prob-

ability of a PRx with E-STxs having conservative detection radius rEd is the same
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as that in Fig.4.3a. Due to the increased detection radius, now PRxs are free from

interference from E-STxs.

Next we compute the fraction of area of R2 where potential PRxs can successfully

receive PTxs’ transmission PE
c (λp) = 1−E[P pE

out(D, λs)]. Note that primary network’s

broadcasting coverage capacity is directly proportional to this quantity. We take the

expectation of P pE
out(D, λs) w.r.t. the random variable D denoting the distance of a

PRx6 to its nearest PTx; it can be shown to have a distribution function FD(x) =

1− exp {−λpπx2}. So, we have

E[P pE
out(D, λs)] =

∫ dp

0

Po,1(d, λ
ǫE
s )dFD (x) +

∫ ∞

dp

dFD (x)

=

∫ dp

0

P pE
out(d, λs)dFD(x) + e−λpπd2p.

4.4.3 Outage Probability of Outdoor Secondary Receiver

In this section, we consider the outage probability P soE
out of a typical E-oSRx denoted

here by Wo. This is a conditional outage probability conditioned on the existence of

an active E-oSTx Zo transmitting to an E-oSRx Wo as shown in Fig.4.4. Note that

Zo is not necessarily the nearest E-oSTx to the Wo. This can be viewed as a worst

case analysis since we fix ‖Wo − Zo‖ to be ds. For the E-oSTx Zo to be active, there

should be no PTxs within the E-oSTx’s detection area; so, we condition on the event

Zo /∈ B
(
Πp, r

E
d

)
and ‖Wo − Zo‖ = ds. Note that interference from other E-STxs can

cause an outage at the the E-oSRx Wo. In the following therefore, we capture the

impact from PTxs, E-oSTxs, and E-iSTxs on the outage of a typical E-oSRx Wo.

Theorem 9. (Conditional Outage Probability of E-oSRx): For given λp and λs, the

conditional outage probability of a E-oSRx whose associated transmitter E-oSTx is a

6As discussed in Section 4.3.1, here PRx Y doe not necessarily belong to Πr.
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Figure 4.4: Conditioned that there are no PTxs in b
(
Zo, r

E
d

)
(⊃ b (Wo, rps)), an E-

oSRx Wo can be interfered by potential E-oSTxs in b (Wo, r
oo
ss) or potential E-iSTxs

in b (Wo, r
io
ss). Their activities are determined by surrounding PTxs in b

(
z, rEd

)
for

E-oSTxs and b
(
z, rEi

d

)
for E-iSTxs.

distance ds away is given by

P soE
out (λs) = 1−L{aoQ(rooss ,Π

(3)
p ,rEd )+aiQ(rioss,Π

(3)
p ,rEi

d )}(λs),

where Π
(3)
p = Πp ∩ b(Zo, rEd ) ∪ b(Wo, rps) and Q (r,Π, t) ≡

∫

b(Wo,r)
1 {z /∈ B (Π, t)} dz.

Proof is given in Appendix 4.11. We can again provide upper and lower bounds on

P soE
out which can be computed numerically, see Appendix 4.14, as follows.

Corollary 4. For given λp and λs, the upper and lower bounds of a E-oSRx’s outage

probability whose active associated E-oSTx is a distance ds away are given as follows:

P soE,u
out (λs) =1− exp {−λsqoE} and

P soE,l
out (λs) =

qoE
qom

(1− exp {−λsqom}) ,

where qooE = Ep[Q(r
oo
ss ,Π

(3)
p , rEd )], q

io
E = Ep[Q(r

io
ss,Π

(3)
p , rEi

d )], qoE = aoq
oo
E + aiq

io
E , and q

o
m

is defined in Section 4.2.6.
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Similarly, it is straightforward to compute P siE
out (λs) the outage probability of a typical

E-iSRx. We omit it due to space limitations.

Fig.4.5 shows P soE
out (λs) and P siE

out (λs) the outage probabilities of a typical E-oSRx

and E-iSRx respectively. They were evaluated under ψ = −10dB. As λs increases,

both E-oSRxs and E-iSRxs are getting more interference from neighboring E-oSTxs

and E-iSTxs, which accordingly increase the outage probabilities. Note that E-iSRxs

get less interference, due to indoor shadowing, than E-oSRxs, so they see better

(lower) outage probability.

Remark 4.4.1. We note that E-iSTx’s having smaller outage probability than that of

E-oSTx is phenomenon that occurs even under other white space detection techniques

in Section 4.5 and 4.6 as long as ψ < 1. This lessens our burden on computing outage

probabilities since we only care about the worst case outage probability. In fact, the

maximum contention density of STxs under an outage constraint, which is computed

in Section 4.7, is driven by the worst case outage probability. So, in the sequel, we

will focus only on the outage probability for a typical outdoor nodes.

4.5 Performance of Positioning-assisted Technique

In this section, we evaluate the outage probabilities of a PRx, G-oSRx and G-iSTx.

We assume a G-STx can access its exact location relative to PTxs using a geographic

positioning module and determine whether to transmit or not. A G-STx can only

transmit if it is outside of PTxs’ coverage area. This is equivalent to G-STxs that

are able to detect PTxs within a range rd. We define following two processes ΠG
so and

ΠG
si, denoting active G-oSTxs and G-iSTxs with densities aoλs1 {z /∈ B (Πp, rd)} and

aiλs1 {z /∈ B (Πp, rd)} at z ∈ R2 respectively. The machinery used to find outage

probabilities is similar to that used earlier for the densities of these two processes.
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Figure 4.5: The outage probability of a typical E-oSTx and E-iSTx are shown. The
gap between outage probability of E-oSTx and that of E-iSTx comes from the atten-
uated interference from outside to E-iSTxs.

4.5.1 Outage Probability of Primary Receiver

Since G-STxs are at least a distance rd away from PRxs, they can not give harmful

interference to PRxs. Thus, we have a simple result for the outage probability of a

PRx.

Fact 5. The outage probability of PRx with G-STxs is given as P pG
out(d) = 1 −

1 {d < dp} where d is the distance to its nearest PTx, and the fraction of R2 where po-

tential PRxs can successfully receive PTxs’ signal is given by PG
c (λp) = 1−E[P pG

out(D)] =

1− exp
{
−λpπd2p

}
.

4.5.2 Outage Probability of Outdoor Secondary Receiver

In this section, we compute the outage probability P soG
out of a typical G-oSRx Wo.

This is a conditional outage probability conditioned on the existence of an active G-

oSTx Zo transmitting to the G-oSRx Wo. Note that Zo is not necessarily the nearest

G-oSTx to the Wo. This is the worst case outage probability since we fix ‖Wo − Zo‖
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to ds. For the G-oSTx Zo to be active, there should be no PTxs within the G-oSTx’s

detection area; so, we condition on the event Zo /∈ B (Πp, rd) and ‖Wo − Zo‖ = ds.

Interference from other G-oSTxs and G-iSTxs to the G-oSRxWo can cause the outage.

The following theorem captures the impact of both PTxs, G-oSTxs, and G-iSTxs, on

the outage of a typical G-oSRx Wo; a proof is given in the Appendix 4.12.

Theorem 10. (Conditional Outage Probability of G-oSRx) For a given λp and λs, the

conditional outage probability of a G-oSRx at a distance ds from its active associated

G-oSTx is given by

P soG
out (λs) = 1− L{aoQ(rooss ,Π

(4)
p ,rd)+aiQ(rioss,Π

(4)
p ,rd)}(λs),

where Π
(4)
p = Πp ∩ b(Zo, rd) ∪ b(Wo, rps) and Q (r,Π, t) ≡

∫

b(Wo,r)
1 {z /∈ B (Π, t)} dz.

Corollary 5. For given λp and λs, the upper and lower bounds of a G-oSRx’s outage

probability are given as follows:

P soG,u
out (λs) =1− exp {−λsqoG} , and

P soG,l
out (λs) =

qoG
qom

(1− exp {−λsqom})

where qooG = Ep[Q(r
oo
ss ,Π

(4)
p , rd)], q

io
G = Ep[Q(r

io
ss,Π

(4)
p , rd)] and q

o
G = aoq

oo
G + aiq

io
G .

The value of qooG and qioG can be computed numerically, see Appendix 4.14. We omit

the computation of P siG
out the outage probability of a typical G-iSRx.

4.6 Performance of Receiver Location-Aware Technique

In this section, we consider the outage probabilities of a PRx and L-oSRx. Since L-

STxs can detect the exact location of PRxs, they are allowed to transmit even if they

lie within the coverage area of PTxs as long as neighboring PRxs are not harmed.

We will set the detection radius for L-oSTx to rLd = ds + rps, which accordingly

determines the effective detection radius of L-iSTx as rLid = ψ
1
α rLd . Note that this
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choice will ensure that L-STx protect its L-SRxs from hidden PTxs. Note that we

have rLd ≪ rEd , i.e., since we can detect and protect nearby PRxs directly rLd does not

need to be as large as before.

4.6.1 Outage Probability of Primary Receiver

Since L-STxs do not give any harmful interference to PRxs, the outage probability

of a PRx is given as follows:

Fact 6. The outage probability of a PRx with L-STxs is given as P pL
out(d) = 1 −

1 {d ≤ dp} . And the fraction of R2 where potential PRxs can successfully receive STxs’

signal is given as P L
c (λp) = 1− E[P pL

out(D)] = 1− exp
{
−λpπd2p

}
.

4.6.2 Outage Probability of Secondary Receiver

In this section, we consider the outage probability of L-SRxs. As before, we focus

on the outage probability of L-oSRx P soL
out since it is higher than that of L-iSRxs. Note

that L-oSTxs are allowed to transmit inside the coverage area of PTx, which makes

P soL
out for nodes inside the coverage area different than that of those which are outside.

If an active L-oSRx is located within the coverage area of PTxs, then it is likely to have

fewer potential interferers than an L-oSRx that is outside the coverage area. Indeed

PRxs inside the coverage will suppress the activity of potential interferers L-STxs. By

contrast there are no PRxs outside the coverage area, so L-oSRxs in this region are

likely to see more interferers. To make this formal, we first define two subsets Co and
No of R distinguishing two regions for L-oSRxs in terms of its distance to its nearest

PTx d. If d ∈ Co ≡ [rps + ds, so), the L-oSRx is inside the PTx’s coverage, while

if d ∈ No ≡ [so,∞), then it is outside. We have Co exclude (0, rps + ds) because if

d ∈ (0, rps+ds), then the L-SRx will see an outage because it is too close to the PTx,

i.e., this region is not of interest. The value so is a conservatively selected boundary for
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the coverage area which is similar to dp but smaller than dp.
7 In the sequel, when we

compute the outage probability of a L-oSRx at distance d to its nearest PTx, we will

suppose that if d ∈ N≀ its associated L-oSTx and its potential secondary interferers

see no surrounding PRxs (λr = 0) that they can interfere with, while if d ∈ Co, then
the L-oSTx and its potential secondary interferers will see a non-zero uniform density

of PRxs (λr > 0) they can interfere with. Note that introducing two sets No and Co
is a simplification since at the vicinity of dp, there is a region where the density of

PRx is non-uniform. By treating this intermediate region as outside of coverage, we

simplify our computation. Also note that this is a conservative approximation since

the computed outage probability under this assumption is higher than actual outage

probability. Further details on the selection of so are explained in [66]. Using a similar

argument for L-iSTx we can decide Ci = [rips + ds, si), and Ni = [si,∞), where si is

the unique solution of si + roiss + risp (dp) = dp. Above observation is summarized as

following fact.

Fact 7. Let P soL
out (d) be the conditional outage probability of a L-oSRx at a distance d

to its nearest PTx. Then, we have P soL
out (x) ≤ P soL

out (y) for any x ∈ Co and y ∈ No .

This implies that fewer contending L-oSTxs are allowed outside of PTx’s coverage

area than inside. Since our focus is on the worst case, we only compute the outage

probability of L-oSTxs in No.

Before computing the outage probability, we let ΠL
so and ΠL

si denote Cox processes

modeling L-oSTxs and L-iSTxs with densities

ao1 {To(z,Πr)} 1
{
z /∈ B(Πp, r

L
d )
}

and ai1 {Ti(z,Πr)} 1
{
z /∈ B(Πp, r

Li
d )
}

at z ∈ R2 respectively, where To(z,Πr) is an event defined as

To (z,Πr) ≡
{

L-oSTx at z does not detect PRxs in Πr

that it could potentially interfere with

}

.

7Specifically, so is the unique solution of so + rooss + rsp(dp) = dp, see [66] for further detail.
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Note that 1 {To (z,Πr)} is a random variable which is a function of z ∈ R2 and Πr. If

the distance between z and its nearest PTx belongs to No, we have 1 {To (z,Πr)} = 1

with probability 1. Also the event Ti (z,Πr) can be defined in similar way and we

have 1 {Ti (z,Πr)} = 1 for z whose distance to its nearest PTx belongs to Ni. Then,

the outage probability of a L-oSRx distance d ∈ No away from its nearest PTx is

given in the following theorem, which is proven in the Appendix 4.13.

Theorem 11. (Conditional Outage Probability of L-oSRx) For given λp and λs, the

outage probability of a L-oSRx a distance d ∈ No away from its nearest PTx is given

as follows:

P soL
out (d, λs) = 1− L{aoQ(rooss ,Π

(5)
p ,rLd )+aiQ(rioss,Π

(5)
p ,rLi

d )}(λs)

where Π
(5)
p = Πp ∩ b(Zo, r

L
d ) ∪ b(Wo, so), and Q (r,Π, t) ≡

∫

b(Wo,r)
1 {z /∈ B (Π, t)} dz.

We provide the upper and lower bounds of P soL
out (d).

Corollary 6. For given λp and λs, upper and lower bounds on the outage probability

of a L-oSRx a distance d ∈ No away from its nearest PTx are given as

P soL,u
out (d, λs) =1− exp {−λsqoL} and (4.7)

P soL,l
out (d, λs) =

qoL
qom

(1− exp {−λsqom}) , (4.8)

where qoL = aoq
oo
L + aiq

io
L , q

oo
L = E[Q(rooss ,Π

(5)
p , rLd )] and q

io
L = E[Q(rioss,Π

(5)
p , rLid )].

qooL and qioL can be computed numerically, see Appendix 4.14.

Fact 8. Note that for d ∈ No, we have qooL = qoom , and qioL = qiom, since q
oo
m and qiom are

constants, consequently the upper and lower bounds of P soL
out are not affected by d as

P soE
out and P soG

out aren’t.

Using a similar approach, we can also compute the outage probability of L-iSRx

P siL
out (d).
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4.7 Maximum Contention Density for Secondary Nodes given
ǫ-outage constraint

In this section, we will find the maximum contention densities of STxs for each

white space detection technique under an ǫ-outage constraint where 0 < ǫ < 1 and

ǫ = 1−ǫ. This density maximizes the number of concurrent active STxs while keeping

the outage probability of SRxs below ǫ for a given λp and ao. In the process, we will

take the minimum of the outdoor and indoor contention densities, because we need

to satisfy the outage constraint for both indoor and outdoor nodes.

4.7.1 Density for E-STx

Given outage probabilities P soE
out (λs) and P siE

out (λs) obtained for E-oSRx and E-

iSRx respectively, the maximum contention density for E-SRxs which guarantees

P soE
out (λs) ≤ ǫ and P siE

out (λs) ≤ ǫ is defined as λǫEs ≡ min
{
λǫEso , λ

ǫE
si

}
, where we have

λǫEso ≡ max
{
λs|P soE

out (λs) ≤ ǫ
}
and λǫEsi ≡ max

{
λs|P siE

out (λs) ≤ ǫ
}
. We note that since

interference is attenuated indoor, we can show λǫEso ≤ λǫEsi , and accordingly we have

λǫEs = λǫEso . Upper and lower bounds on λǫEso are given as follows:

λǫE,uso ≡max
{

λs|P soE,l
out (λs) ≤ ǫ

}

= − 1

qom
log

(

1− qom
qoE
ǫ

)

,

λǫE,lso ≡max
{

λs|P soE,u
out (λs) ≤ ǫ

}

= − log ǫ

qoE
.

Note that λǫEs is a function of λp.

4.7.2 Density for G-STx

For the given outage probabilities P soG
out (λs) and P

siG
out (λs) obtained for G-oSRx and

G-iSRx respectively, the maximum contention density for G-STxs which guarantees

P soG
out (λs) ≤ ǫ and P siG

out (λs) ≤ ǫ is given by λǫGs ≡ min
{
λǫGso , λ

ǫG
si

}
where λǫGso ≡

max
{
λs|P soG

out (λs) ≤ ǫ
}

and λǫGsi ≡ max
{
λs|P siG

out (λs) ≤ ǫ
}
. Analogously with the

previous case, we can show that λǫGso ≤ λǫGsi , and accordingly we have λǫGs = λǫGso .
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Upper and lower bounds of λǫGso are given by

λǫG,u
so ≡max

{

λs|P soG,l
out (λs) ≤ ǫ

}

= − 1

qom
log

(

1− qom
qoG
ǫ

)

,

λǫG,l
so ≡max

{

λs|P soG,u
out (λs) ≤ ǫ

}

= − log ǫ

qoG
.

Note that λǫGs is a function of λp.

4.7.3 Density for L-STx

Note that in Section 4.6, we found the outage probability for a L-oSRx as a

function of its distance d from its closest PTx, so the corresponding contention

density will be also a function of d. For the outage probabilities P soL
out (λs) and

P siL
out (λs) obtained for L-oSRx and L-iSRx respectively, the maximum contention

density λǫLs is defined as λǫLs ≡ min
{
mind∈Co∪No λ

ǫL
so (d) ,mind∈Ci∪Ni

λǫLsi (d)
}
, where

λǫLso (d) ≡ max
{
λs|P soL

out (d, λs) ≤ ǫ
}
and λǫLsi (d) ≡ max

{
λs|P siL

out (d, λs) ≤ ǫ
}
. Fact 7

implies that λǫLso (x) ≥ λǫLso (y) for x ∈ Co and y ∈ No, and λ
ǫL
si (x) ≥ λǫLsi (y) for x ∈ Ci

and y ∈ Ni. It follows once again that λǫLso (d) ≤ λǫLsi (d). By Fact 8, it turns out that

λǫLs = λǫLso is not a function of d. Upper and lower bounds of λǫLso are defined as

λǫL,uso ≡max
{

λs|P soL,l
out (λs) ≤ ǫ

}

= − 1

qom
log

(

1− qom
qoL
ǫ

)

,

λǫL,lso ≡max
{

λs|P soL,u
out (λs) ≤ ǫ

}

= − log ǫ

qoL
.

Note that λǫLs is a function of λp.

4.8 Joint Network Capacity Region

In this section, we define and compute the capacity of primary and secondary net-

works using the outage probability and contention densities computed in the previous

sections. This will enable us to compute the joint network capacity region exhibiting

trade-offs between the two networks.
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4.8.1 Broadcast Coverage Capacity of Primary Network

The capacity of the primary network coexisting with E-STxs is defined as the mean

number of bits that can be successfully received by potential PRxs per second per

meter square per Hertz. It is given as bp times the fraction of effectively covered area

by PTxs in (4.7) as follows:

CE
1 (λp, ψ) = bpP

E
c

(
λp, λ

ǫE
s , ψ

)
.

Similarly, the capacity of primary network with G-STxs and L-STxs can be computed

using PG
c and P L

c , they are denoted CG
1 and CL

1 respectively.

4.8.2 Transmission Capacity of Secondary Network

The notion of capacity for secondary network, which we adopt from [13,113], is the

transmission capacity measuring the average number of successfully transmitted bits

per square meter per Hertz.

Transmission Capacity of Secondary Network with E-STxs For given λp

and ao, the capacity of a secondary network with E-STxs is defined as the sum of

outdoor and indoor transmission capacities CEo
2 and CEi

2 :

CE
2 (λp, ψ, ao) = CEo

2 + CEi
2

= bsaoλ
ǫE
s P

Eo
tx ǭ+ bsaiλ

ǫE
s P

Ei
tx ǭ,

where PEo
tx = exp{−λpπ(rEd )2} and PEi

tx = exp{−λpπ(rEi
d )2} are the transmission

probabilities of a typical E-oSTx and E-iSTx respectively. Recall that for an E-

oSTx (E-iSTx) to transmit it should detect the absence of PTxs in its corresponding

detection region. A larger detection radius is good to protect PRxs and its intended

SRx but reduces exponentially its transmission opportunity. Note that λǫEs is also a

function of λp.
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Transmission Capacity of Secondary Network with G-STxs For a given λp

and ao, the capacity of a secondary network with G-STxs is defined as the sum of

outdoor and indoor transmission capacities CGo
2 and CGi

2 respectively:

CG
2 (λp, ψ, ao) = CGo

2 + CGi
2

= bsaoλ
ǫG
s PGo

tx ǭ+ bsaiλ
ǫG
s P

Gi
tx ǭ,

where PGo
tx = exp {−λpπr2d} and PGi

tx = exp {−λpπr2d} are the transmission probabili-

ties of G-oSTx and G-iSTx respectively. Note that λǫGs is a function of λp.

Transmission Capacity of Secondary Network with L-STxs For a given λp,

λr, and ao, the capacity of a secondary network with L-STxs is defined as the expected

value of the sum of two transmission capacities:

CL
2 (λp, λr, ψ, ao) = CL

2 = E
[
CLo

2 (D) + CLi
2 (D)

]
,

where CLo
2 (D) ≡ bsaoλ

ǫL
s P

Lo
tx (D) ǭ and CLi

2 (D) ≡ bsaiλ
ǫL
s P

Li
tx (D) ǭ are the conditional

capacities of a L-oSRx and a L-iSRx when they are located at distance D from its

nearest PTx. Note that λǫLs is not a function of D. The expected value can be

computed as follows:

E
[
CLo

2 (D)
]
=

∑

A∈{C0,N0}
E
[
CLo

2 (D) |D ∈ A
]
P (D ∈ A)

= bsaoλ
ǫL
s ǭ

∑

A∈{C0,N0}
E
[
P Lo
tx (D) |D ∈ A

]
P (D ∈ A)

= bsaoλ
ǫL
s ǭ
(
P Loc
tx P (D ∈ Co) + P Lon

tx P (D ∈ No)
)
,

Similarly, we have

E[CLi
2 (D)] = bsaiλ

ǫL
s ǭ(P

Lic
tx P (D ∈ Ci) + P Lin

tx P (D ∈ Ni)),

where, P Loc
tx , P Lon

tx , P Lic
tx and P Lin

tx are conditional transmission probabilities of L-

oSTx when d ∈ Co and d ∈ No and that of L-iSTx when d ∈ Ci and d ∈ Ni re-

spectively. They are computed as P Loc
tx = E[exp{−λrπr2sp(D)}|D ∈ Co], and P Lic

tx =
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E[exp{−λrπ(risp(D))2}|D ∈ Ci] and P Lon
tx = P Lin

tx = 1. These can be numerically com-

puted since distribution of D is known. And, it is straightforward to find P (D ∈ Co),
P (D ∈ No), P (D ∈ Ci) and P (D ∈ Ni).

4.8.3 Joint Network Capacity Region

We define the joint network capacity region when secondary nodes using simple

signal energy detection method as the set of achievable capacities for the primary

and secondary networks, which is given as

ΛE (ψ, ao) ≡ { (x, y) ∈ R2| ∃λp ≥ 0, s.t.

x = CE
1 (λp, ψ, ao) , 0 ≤ y ≤ CE

2 (λp, ψ, ao)}.

The joint network capacity regions for positioning-assisted and receiver location-aware

techniques are denoted as ΛG (ψ, ao) and ΛL (λr, ψ, ao) respectively, that are similarly

defined. Note that we have lower and upper bounds on the contention density rather

than an exact value, so we get the lower (inner) and upper (outer) bounds on the

capacity and joint network capacity region by replacing λǫEs with λǫE,us or λǫE,ls . This

also applies to other cases. In Figs.7-9, we only draw the lower bounds of joint network

capacity regions since upper bounds are almost on top of associated lower bounds.

In all cases ǫ = 0.1 was used.

Impact of indoor shadowing (signal energy detection technique) Let us

consider the impact of indoor shadowing on the joint network capacity region of two

networks under the signal energy detection method. Fig.4.6a shows the joint network

capacity regions under various values of indoor shadowing ψ. We make following

interesting observations. If the primary network is sparse, in the regime with relatively

low C1, as the shadowing level increases (i.e., ψ decreases), the capacity C2 increases,

further increases of ψ eventually decrease C2, that is C2(λp, ψ) has its maximum value

at some ψ∗ which is the function of C1. While if the primary network is dense, there
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is not much change in capacity. This can be explained in following ways. As the level

of indoor shadowing increases, the E-oSRxs receive less interference from E-STxs,

which decreases the outage probability of E-oSRx and eventually leads to an higher

contention density. It contributes to capacity as a gain. But simultaneously we also

have a loss, which comes from the decreasing transmission probability caused by over-

conservatively increasing detection radius. It discourages the transmission attempts

of E-oSTxs and have a negative impact on capacity. The capacity increases if the

increase of contention density dominates the decrease of transmission probability.

And, the capacity decreases otherwise. Consider increasing shadowing level, then, the

point that the loss dominates the gain comes late as the primary network gets sparse

since the more sparse the primary network is, the more E-oSTxs it can accommodate.

So, capacity C2 in sparse network has its maximum at a certain ψ value. While, in

dense network, both the gain and loss are comparable and are balanced so there is

not much change in capacity.

Impact of indoor shadowing (positioning-assisted technique) We consider

the impact of indoor shadowing on the joint network capacity region under positioning

method, see Fig.4.6b. In this case, the joint network capacity region strictly increases

as shadowing level increases. This is explained as follows. Recall that the detection

performance of the positioning assisted method is not affected by indoor shadowing,

so they can correctly detect the existence of PTxs within their detection radius rd.

Thus, there is no loss in transmission probability. However, the level of interference

from other nodes is affected by the indoor shadowing level ψ. It turns out that there

is only gain without loss as compared to signal energy detection case. In fact, as the

shadowing level increases, G-oSRxs get less interference from G-iSRxs due to strong

attenuation, which eventually allows a higher maximum contention density. Thus,

we have only gain, which results in a strict increase of C2 with ψ for all C1. The

actual gain of indoor shadowing depends on the level of indoor shadowing, e.g. when
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ψ = −10dB, the gain (compared to ψ = 0dB case) is approximately 66% and when

ψ = −20dB, the gain is roughly 200%. If ψ → −∞dB, then, the G-SRxs are free

from interference from G-iSRxs and the their performance is constrained by their self

interference from G-oSTxs to G-oSRxs.

Impact of indoor shadowing (receiver location-aware technique) Fig.4.7a

shows the joint network capacity region of the receiver location-aware method under

λr = 10−4m−2. Due to the receiver detection function, more L-STxs can be active

(even inside the coverage). This significantly increases the joint network capacity

region. The same argument on decreased interference and resulting increased maxi-

mum density applies here. One interesting observation is that there exists a regime

where both primary and secondary capacity increases together. This happens when

the density of PTxs is very high. In this case L-STxs are more likely to succeed in

their transmissions, since L-STxs close to PTxs require smaller region to be PRx free.

Recall that those PRxs close to PTxs are receiving strong signals from PTxs, so it is

hard for L-STxs to harm them. This allows a larger number of L-STxs be active close

to PTxs than at the edge of the PTxs’ coverage area. Fig.4.2c depicts this situation.

Note, however, that a further increase in λp forces C2 to 0. This happens because

once λp is large enough the entire R2 plane is covered by B(Πp, dp) and C1 reaches

its limit 3.5. Further increases in λp increase the region B(Πp, r
Li
d ) = ∪X∈Πpb(X, r

Li
d )

where no L-STxs are allowed to transmit. Note that rLid ≪ dp and STxs can poten-

tially interfere with PRxs if they are located inside B(Πp, r
Li
d ). This reduces white

space available to L-STxs, and accordingly C2 eventually reaches 0. The gain of

shadowing depends on the level of indoor shadowing, e.g. when ψ = −10dB gain

(compared to ψ = 0dB case) is approximately 66% and when ψ = −20dB, the gain is

roughly 200%. As ψ → −∞dB, interference from indoor devices to outdoor devices

decreases, and the secondary capacity is limited by the self interference of L-oSTxs.

The joint network capacity region is also affected by the density of primary receiver
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λr as shown in Fig.4.7b . If λr = 0, then, the activity of L-STxs are hardly affected

except the extreme case when C1 ∼ 3.5. As λr increases, L-STxs lose their transmis-

sion opportunities and accordingly secondary capacity decreases. If λr is very high,

e.g, more than 10−2, then, almost no L-STxs are allowed to transmit inside PTxs’

coverage area. The joint network capacity region of this case is equivalent to that of

the positioning-assisted technique. Thus, the capacity trade-off is almost linear.

Impact of the Fraction of Indoor Nodes The fraction of indoor nodes ai = 1−ao
has a direct impact on capacity. Let us consider how the joint network capacity region

changes as a function of ao. Fig.4.8a-4.8b show the joint network capacity region for

two extreme situations, where ao = 1 and ao = 0 respectively. The case where

ao = 0.5 was shown in Fig.4.1. The indoor shadowing level ψ is fixed to −10dB.

The shapes of network capacity regions for ao = 1 and ao = 0.5 are similar to each

other but the network capacity region for ao = 0 is larger than that for ao = 1. In

Fig.4.8a, we have E-oSTxs using a very conservative detection radius, which makes

them inefficiently utilize white space8. As the portion of indoor nodes ai increases (or

ao decreases), iSTxs make less interference and oSTxs’ outage probability decreases,

which eventually allows a higher maximum contention density. C2 increases and

accordingly joint network capacity region is extended. At the other extreme with no

outdoor nodes (ao = 0), we have the same joint network capacity region for signal

energy detection technique and positioning-assisted technique since there no longer

are E-oSTxs which use white spectrum inefficiently. Note that the overall network

capacity region is again significantly increased as compared to the case where ao = 1.

When ao = 0.5, as shown in Fig.4.1, the gain of positioning-assisted technique to signal

energy detection technique is 76% and that of receiver location-aware technique is

8Note that if an operator knows that there is no L-iSTxs at all, then they don’t need to use
conservative detection radii. Case ao = 1 should be understood as the case where we have extremely
small number of E-iSTxs while most are E-oSTxs. Their detection radii are set conservatively
considering the E-iSTxs.
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177% when λp = 2× 10−10m−2. This gain can be increased further in denser primary

networks. From the above two observations, we conclude that indoor shadowing,

which is a source of uncertainty from signal energy detection point of view, can

increase the capacity of cognitive networks. If cognitive devices can access some

knowledge on their environment or additional information they can best utilize the

shadowing to improve network capacity.

4.9 Conclusion

In this chapter, we have quantified the gain of three different white space detec-

tion techniques with varying degrees of RF-environment awareness under an indoor

shadowing environment. Using a simple stochastic geometric model where primary

and secondary nodes were modeled as Poisson point processes, we derived the joint

network capacity region of two networks. It turned out that when ad hoc cognitive

networks used the signal energy detection method, indoor shadowing was a source of

uncertainty that could either increase or decrease the capacity of networks. However,

if secondary devices had a little bit of knowledge of the environment (shadowing),

then, the shadowing became the source of “hidden” capacity, i.e., they were able to

achieve a significantly higher capacity in a shadowing environment. We noted that the

receiver location-aware white space detection technique was by far the most promising

way of detecting and filling spatial white space, while positioning-assisted technique,

which still results in a large improvement over signal energy detection scheme, was

inferior than receiver location-aware technique. Our results showed that enabling

cognitive devices to be aware of the locations of the PRxs will lead to significant

performance gains depending on the density of PRx’s.
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values of indoor shadowing level ψ. If ψ = 0dB,
then the we have roughly linear tradeoff. As the
shadowing level increases (as ψ decreases), network
capacity region increases but after a certain point,
it decreases.
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(b) Joint network capacity regions under the
positioning-assisted method were shown for various
values of indoor shadowing level ψ. The network
capacity region increases strictly in ψ for all C1 as
the shadowing level increases.

Figure 4.6: Joint network capacity regions of signal energy detection method (left)
and positioning-assisted method (right) under various indoor shadowing level ψ with
fixed ao = 0.5. The numbers above/below markers in graphs denote the density of
PTxs λp at the collection of markers with the similar C1 values.
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location-aware technique were shown for various values
of primary receiver density λr . The joint network capac-
ity region is maximized when λr = 0 and shrinks as λr
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Figure 4.7: Joint network capacity regions under receiver location-aware technique.
The numbers above markers in graphs denotes the density of PTxs λp at the collection
of markers with the similar C1 values.
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Figure 4.8: Joint network capacity region under various ao with ψ = −10dB. Case
ao = 0.5 is shown in Fig.4.1.
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4.10 Appendix : Proof of Theorem 7

Proof. We define following for notational simplicity:

K1 ≡ K (X, rd; Y, rsp(d)) and K2 ≡ K
(
X, rid; Y, r

i
sp(d)

)
,

A ≡ {Y not interfered by active E-STxs}

=
{
Y /∈ B

(
ΠD

so, rsp
)
, Y /∈ B

(
ΠD

si, r
i
sp

)}

B ≡ {‖X − Y ‖ = d} .

Suppose that a PRx Y is located a distance d ≤ dp from its nearest PTx X as shown in

Fig.4.9a. Conditioning on this event means that there are no PTx within b (Y, d); this

is exhibited as a shaded disc in Fig. 4.9a. The PRx Y can be interfered by potential

E-oSTxs in K1 and E-iSTxs in K2. Note, however, that not all E-STxs in K1 and K2

are active since to be active they require a PTx free area around them. For example,

in Fig.4.9a, an E-oSTx z requires the region b (z, rd) be PTx free. Similarly, an E-

iSTx z requires the region b (z, rid) be PTx free. So, the conditional outage probability

given the event B is given by P p
out(d) = P (Y fails to rcv |B) = 1 − P (A|B), where

P (A|B) is computed as follows:

P (A|B)
a
= E [P (A|B,Πp) |B]

b
= E

[
P
(
Y /∈ B

(
ΠD

so, rsp
)
|B,Πp

)
P
(
Y /∈ B

(
ΠD

si, r
i
sp

)
|B,Πp

)
|B
]

c
= E

[

exp

{

−
∫

K1

aoλs1
{
z /∈ B

(
Π(2)

p , rd
)}
dz

}

×

exp

{

−
∫

K2

aiλs1
{
z /∈ B

(
Π(2)

p , rid
)}
dz

}
∣
∣
∣
∣
∣
B

]

d
= E

[
exp

{
−λs

(
aoL1

(
d,Π(2)

p

)
+ aiL2

(
d,Π(2)

p

))}]

In
a
=, we conditioned on Πp, since event A depends on Πp (note that ΠD

so and ΠD
si are

processes depending on Πp). In
b
=, we used the fact that the events

{
Y /∈ B

(
ΠD

so, rsp
)}

=
{
ΠD

so ∩ b(Y, rsp) = ∅
}
and

{
Y /∈ B

(
ΠD

si, r
i
sp

)}
=
{
ΠD

si ∩ b(Y, risp) = ∅
}
are condition-

ally independent given Πp. In other words, for given primary transmitters’ locations,
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the locations of active indoor nodes and outdoor nodes are independent. In
c
=, the

two outage probabilities are given as the void probabilities of random areas which

should not be covered by PTx process Π
(2)
p out of K1 and K2 respectively. For sim-

plicity we define Π
(2)
p as Πp conditioned on B. In

d
=, the expectation E is w.r.t. to a

new conditioned random process Π
(2)
p , so we remove conditioning. If d > dp, the PRx

is out of PTx coverage area, so P p
out (d) = 0.

4.11 Appendix : Proof of Theorem 9

Proof. Suppose that an E-oSTx Zo detects the absence of PTxs in its detection range

b
(
Zo, r

E
d

)
as shown in Fig.4.4. Consider Zo’s intended receiver E-oSRx Wo which is a

distance ds from Zo. Then, the conditional outage probability P soE
out is given as

P (Wo fails to rcv|Zo txmits, ‖Zo −Wo‖ = ds) . (4.9)

For notational simplicity we define following three events:

D ≡ {Wo not interfered by active STxs} =
{
Wo /∈ B

(
ΠE

so, r
oo
ss

)
,Wo /∈ B

(
ΠE

si, r
io
ss

)}
,

E ≡ {Wo not interfered by PTx} = {Wo /∈ B (Πp, rps)} , and

F ≡
{
Zo not detect PTx in b

(
Zo, r

E
d

)}
=
{
Zo /∈ B

(
Πp, r

E
d

)}
.

Then, P soE
out can be written as P soE

out
a
= 1 − P (Wo rcvs|F ) = 1 − P (D|EF )P (E|F )

where in
a
=, we omitted conditioning on {‖Zo −Wo‖ = ds} for notational simplicity.

P (E|F ) and P (D|EF ) can be computed as follows:

P (E|F ) = P
(
Wo /∈ B (Πp, rps) |Zi /∈ B

(
Πp, r

E
d

))

= exp
{
−λp

∣
∣K
(
Zo, r

E
d ,Wo, rps

)∣
∣
}
= 1. (4.10)

Note that for a given parameter set or a scenario of interest, we have
∣
∣K
(
Zo, r

E
d ,Wo, rps

)∣
∣ = 0 since detection radius rEd is much larger than the interference

radius rps, which results in P (E|F ) = 1 in (4.10). Recall that rEd ≥ rps+ds guarantees
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the absence of hidden PTxs and therefore there is no negative impact from such PTxs.

Thus we have that

P (D|EF ) a
= E

[
P
(
Wo /∈ B

(
ΠE

so, r
oo
ss

)
,Wo /∈ B

(
ΠE

si, r
io
ss

)
|EFΠp

)
|EF

]

b
= E

[
P
(
Wo /∈ B

(
ΠE

so, r
oo
ss

)
|EF,Πp

)
P
(
Wo /∈ B

(
ΠE

si, r
io
ss

)
|EF,Πp

)
|EF

]

c
= E

[

exp

{

−
∫

b(Wo,rooss )

λso1
{
z /∈ B

(
Π(3)

p , rEd
)}
dz

}

×

exp

{

−
∫

b(Wo,rioss)

λsi1
{
z /∈ B

(
Π(3)

p , rEid

)}
dz

}
∣
∣
∣
∣
∣
EF

]

d
= E

[
exp

{
−λs

(
aoQ

(
rooss ,Π

(3)
p , rEd

)
+ aiQ

(
rioss,Π

(3)
p , rEid

))}]
.

In the above equality
a
=, we used conditional expectation E given the event EF . In

b
=, we used the fact that the two events are conditionally independent given Πp and

in
c
=, the probability that Wo does not covered by the Boolean process B

(
ΠE

so, r
oo
ss

)

is given as the void probability of the area b(Wo, r
oo
ss). Since the density of process

ΠE
so depends on the location z, the density should be integrated over b(Wo, r

oo
ss). The

second probability is also computed in the same fashion. Futhermore we used the

fact that Πp conditioned on EF is the same as Π
(3)
p . In

d
=, E is taken w.r.t. the new

random process Π
(3)
p . This completes the proof.

4.12 Appendix : Proof of Theorem 10

Proof. Suppose that a G-oSTx Zo detects the absence of PTxs in its detection radius

b (Zo, rd) as shown in Fig.4.10. Consider Zo’s intended receiver G-oSRx Wo which is

a distance ds from Zo. Then, the conditional outage probability P soG
out is given by

P (Wo fails to rcv|Zo txmits, ‖Zo −Wo‖ = ds) . (4.11)
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For notational simplicity we define the following three events:

D ≡ {Wo is not interfered by any G-STx}

=
{
Wo /∈ B

(
ΠG

so, r
oo
ss

)
,Wo /∈ B

(
ΠG

si, r
io
ss

)}
,

E ≡ {Wo is not interfered by any PTx} = {Wo /∈ B (Πp, rps)} , and

F ≡ {Zo does not detect any PTx in b (Zo, rd)} = {Zo /∈ B (Πp, rd)} .

The probability of outage P soG
out can be written as P soG

out
a
= 1 − P (Wo rcvs|F ) =

1 − P (D|EF )P (E|F ) , where the equality
a
= follows by omitting conditioning on

{‖Zo −Wo‖ = ds} for notational simplicity. P (E|F ) and P (D|EF ) are computed as

follows:

P (E|F ) = P (Wo /∈ B (Πp, rps) |Zo /∈ B (Πp, rd))

= exp {−λp |K (Zo, rd,Wo, rps)|} = 1. (4.12)

P (D|EF ) a
= E

[
P
(
Wo /∈ B

(
ΠG

so, r
oo
ss

)
,Wo /∈ B

(
ΠG

si, r
io
ss

)
|EFΠp

)
|EF

]

b
= E

[
P
(
Wo /∈ B

(
ΠG

so, r
oo
ss

)
|EFΠp

)
P
(
Wo /∈ B

(
ΠG

si, r
io
ss

)
|EFΠp

)
|EF

]

c
= E

[

exp

{

−
∫

b(Wo,rooss)

λso1
{
z /∈ B

(
Π(4)

p , rd
)}
dz

}

×

exp

{

−
∫

b(Wo,rioss)

λsi1
{
z /∈ B

(
Π(4)

p , rd
)}
dz

}
∣
∣
∣
∣
∣
EF

]

= E
[
exp

{
−λs

(
aoQ

(
rooss ,Π

(4)
p , rd

)
+ aiQ

(
rioss,Π

(4)
p , rd

))}]

In the above equality
a
=, E is a conditional expectation conditioned on EF . In

b
=,

two events are conditionally independent given Πp and in
c
=, Πp conditioned on EF

is the same as Π
(4)
p .

4.13 Appendix : Proof of Theorem 11

Proof. We condition on that an L-oSRx Wo located a distance d ≥ so from its

nearest PTx as shown in Fig.4.11. This ensures that there is no PTx in a shaded
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disc b (Wo, so). Note that our scenario (parameter selection) guarantees b (Wo, so) ⊃
b
(
Zo, r

L
d

)
. An associated L-oSTx Zo is located a distance ds from the L-oSRx Wo.

Then, the conditional outage probability P soL
out (d) is given by

P (Wo fails to rcv|Zo txmits, ‖Zo −Wo‖ = ds, d ≥ so) . (4.13)

For notational simplicity we define the following events.

D ≡ {Wo is not interfered by any L-STx}

=
{
Wo /∈ B

(
ΠL

so, r
oo
ss

)
,Wo /∈ B

(
ΠL

si, r
io
ss

)}
,

E ≡ {Wo is not interfered by any PTx} = {Wo /∈ B (Πp, rps)} ,

F ≡
{
Zo does not detect any PTx in b

(
Zo, r

L
d

)}
=
{
Zo /∈ B

(
Πp, r

L
d

)}
,

G ≡ {d ≥ so} = {Wo /∈ B (Πp, so)} .

Then, the outage probability is given by

P soL
out (d) = 1− P (Wo rcvs|FG)

= 1− P (DE|FG)

= 1− P (D|EFG)P (E|FG) ,

where P (E|FG) and P (D|EFG) can be computed as follows:

P (E|FG) = exp
{
−λpπ

∣
∣b (Wo, rps) \

{
b
(
Zo, r

L
d

)
∪ b (Wo, so)

}∣
∣
}
= 1,

P (D|EFG) = E
[
P
(
Wo /∈ B

(
ΠL

so, r
oo
ss

)
,Wo /∈ B

(
ΠL

si, r
io
ss

)
|EFGΠp

)
|EFG

]

a
= E

[
P
(
Wo /∈ B

(
ΠL

so, r
oo
ss

)
|EFGΠp

)
P
(
Wo /∈ B

(
ΠL

si, r
io
ss

)
|EFGΠp

)
|EFG

]

b
= E[exp

{

−
∫

b(Wo,rooss )

aoλs1 {To (z,Πr)} 1
{
z /∈ B

(
Π(5)

p , rLd
)}
dz

}

×

exp

{

−
∫

b(Wo,rioss)

aiλs1 {Ti (z,Πr)} 1
{
z /∈ B

(
Π(5)

p , rLid
)}
dz

}

|EFG]

c
= E

[

exp
{
−λsoQ

(
rooss ,Π

(5)
p , rLd

)}
exp

{
−λsiQ

(
rioss,Π

(5)
p , rLid

)}

∣
∣
∣
∣
∣
EFG

]

d
= E

[
exp

{
−λs

(
aoQ

(
rooss ,Π

(5)
p , rLd

)
+ aiQ

(
rioss,Π

(5)
p , rLid

))}]
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In
a
=, we use the fact that two events are conditionally independent. In

b
=, we intro-

duce Πp conditioned on EFG which is denoted as Π
(5)
p . In

c
=, we use the fact that

1 {To (z, ,Πr)} = 1 {Ti (z, ,Πr)} = 1 since Wo is in outside of PTx’s converge. In
d
=,

E is w.r.t. a new random process Π
(5)
p . This completes the proof.

4.14 Appendix : Numerically computed quantities

l1 =

∫

K(X,rd;Y,rsp)

P
(
z /∈ B

(
Π(2)

p , rd
))
dz =

∫

K(X,rd;Y,rsp)

exp {−λp |K (X, d; z, rd)|} dz

l2 =

∫

K(X,rid;Y,r
i
sp)
P
(
z /∈ B

(
Π(2)

p , rid
))
dz =

∫

K(X,rid;Y,r
i
sp)

exp
{
−λp

∣
∣K
(
X, d; z, rid

)∣
∣
}
dz

l3 =

∫

K(X,rEd ;Y,rsp)
P
(
z /∈ B

(
Π(2)

p , rEd
))
dz =

∫

K(X,rEd ;Y,rsp)
exp

{
−λp

∣
∣K
(
X, d; z, rEd

)∣
∣
}
dz

l4 =

∫

K(X,rEi
d ;Y,risp)

P
(
z /∈ B

(
Π(2)

p , rEid

))
dz =

∫

K(X,rEi
d ;Y,risp)

exp
{
−λp

∣
∣K
(
X, d; z, rEid

)∣
∣
}
dz

qooE =

∫

b(Wo,rooss)

P
(
z /∈ B

(
Π(3)

p , rEd
))
dz =

∫

b(Wo,rooss)

exp
{
−λp

∣
∣K
(
Zo, r

E
d ; z, r

E
d

)∣
∣
}
dz

qioE =

∫

b(Wo,rioss)

P
(
z /∈ B

(
Π(3)

p , rEid

))
dz =

∫

b(Wo,rioss)

exp
{
−λp

∣
∣K
(
Zo, r

E
d ; z, r

Ei
d

)∣
∣
}
dz

qooG =

∫

b(Wo,rooss )

P
(
z /∈ B

(
Π(4)

p , rd
))
dz =

∫

b(Wo,rooss )

exp {−λp |K (Zo, rd; z, rd)|} dz

qioG =

∫

b(Wo,rioss)

P
(
z /∈ B

(
Π(4)

p , rd
))
dz =

∫

b(Wo,rioss)

exp {−λp |K (Zo, rd; z, rd)|} dz

qooL =

∫

b(Wo,rooss )

P
(
z /∈ B

(
Π(5)

p , rLd
))
dz =

∫

b(Wo,rooss )

exp
{
−λp

∣
∣K
(
Wo, so; z, r

L
d

)∣
∣
}
dz = qoom

qioL =

∫

b(Wo,rioss)

P
(
z /∈ B

(
Π(5)

p , rLid
))
dz =

∫

b(Wo,rioss)

exp
{
−λp

∣
∣K
(
Wo, so; z, r

Li
d

)∣
∣
}
dz = qiom
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4.15 Appendix : Computing Outage Probability of L-oSRx

Potential Interfering area (PIA)

The main difficulty in calculating the outage of a L-oSRx arises when we need to de-

termine if a L-oSTx can transmit when it is inside the coverage of a PTx. For a L-oSTx

to transmit, it should check the absence of potential PRxs within its surroundings.

To do this, we need to know the exact area or the set in R2 in which the presence of

PRxs is problematic. We will call this set as the potential interfering area of a outdoor

secondary transmitter. The difficulty is that the PIA not a disc. Recall that in Sec-

tion 4.2.5 we defined numerous interference radii for receivers. In this context a fixed

radius was enough to determine the potential locations of harmful transmitters (recall

PTxs transmit with same power). But, the PIA for L-oSTxs, as is seen from the trans-

mitter’s point of view, depends on the surrounding receivers’ SINR, and their SINR

depends on their geographic distance to their closest PTx. We can specify the PIA

of a L-oSTx at location z by Io
z = Io

z (Πp) ≡ {x ∈ R2| ‖z − x‖ ≤ rsp (‖x− δx (Πp)‖)},
where δx (Πp) = argminX∈Πp ‖X − x‖ is the closest point in Πp to x. Note that the

inequality ‖z − x‖ ≤ rsp (‖x− δx (Πp)‖) corresponds to the condition that a PRx at

x is interfered by a L-oSTx at z. So, the PIA Io
z denotes the set of potential locations

of PRxs that L-oSTx at z can interfere with. Note that using the definition we can

write To (z,Πr) = {Io
z ∩Πr = ∅}.

Approximating the size of PIA

The PIA Io
Zo

for a L-oSTx Zo is not a disc due to non-symmetric SINR of PRxs

around the L-oSTx Zo, but it is similar to disc. In Fig.4.12 we have a typical PIA,

where shaded area denotes the PIA of L-oSTx Zo at the origin and a PTx X is located

at (-20000,0). In this figure, one can find the radius of inner disc Iol
Zo

and outter disc

Iou
Zo

sharing the same center with the PIA Io
Zo

such that Iol
Zo

⊂ Io
Zo

⊂ Iou
Zo

holds. Note

that the Iol
Zo

touches with the PIA Io
Zo

at a the leftmost point of the PIA Io
Zo

and the

Iou
Zo

touches with the PIA Io
Zo

at b the rightmost point of the PIA IZo . These two
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discs will be used to compute the approximate of the area of the PIA of Zo.

The radius of the inner disc Iol
Zo

is found using the fact that the distance from the

PTx X to the L-oSTx Zo is equal to the sum of the distance from the PTx X to the

a and the distance from the a to the L-oSTx Zo. Since a PRx at a’s closest PTx is

the PTx X , its interference radius is given as rsp(||a−X||). That is, we have

‖Zo −X‖ = ‖a−X‖+ rsp (‖a−X‖) . (4.14)

Using (4.1) and (4.14) after ignoring noise term, we get ‖a−X‖ = ‖Zo−X‖
1+γ

, where

γ =
(

ρsβp

ρp

) 1
α

, which gives the radius of the inner disc Iol
Zo

as ‖a− Zo‖ = rsp

(
‖Zo−X‖

1+γ

)

.

Similarly, the radius of the outer disc Iou
Zo

is found using the fact that the distance

from the PTx X to the b is equal to the sum of the distance from the PTx X to the

L-oSTx Zo and the distance from the L-oSTx Zo to the b. Since a PRx at b’s closest

PTx is the PTx X , its interference radius is given as rsp(||b−X||). That is, we have

‖b−X‖ = ‖Zo −X‖+ rsp (‖b−X‖) . (4.15)

Again, using (4.1) and (4.15) after ignoring noise term, we get ‖b−X‖ = ‖Zo−X‖
1−γ

,

which eventually gives the radius of outter disc Iou
Zo

as ‖b− Zo‖ = rsp

(
‖Zo−X‖

1−γ

)

.

Edge Effect : Non-uniform Receiver Density

In the sequel we will compute the outage probability of a L-SRxWo conditioned on

its being a distance d from the nearest PTx X . We take this approach since rsp is not a

constant. We have following four cases illustrated in Fig.4.13. Case 1 is where d < rps

in which case the L-oSRxWo is interfered by X with probability 1. So, this is not the

case of interest. Case 2 is where rps < d < so in which case so is the unique solution of

so + rooss + rsp(dp) = dp, then, λr (z) is non-zero constant for all possible STx locations

that need to be considered, i.e., for all z ∈ ∪x∈b(Wo,rooss )Io
x. Case 3 is where so < d < s′o,

where s′o is the unique solution of dp + rsp(dp) + rooss = s′o, then, λr (z) is non-uniform
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in ∪x∈b(Wo,rooss)Io
x since there is no PRx outside the coverage of PTxs. Finally, Case

4 is whenf s′o < d and we have constant λr (z) = 0 for all z considered. Note that

for Case 2 and 3, P soL
out , the outage probability of Wo, depends on the location of its

associated L-oSTx Zo, due to again rsp (·) dependence on distance. But, in Case 4

λr = 0 makes P soL
out independent of Zo’s location. By the edge effect phenomenon we

refer to the non-uniform receiver density around at the edge of coverage. This makes

computation complicated, so as a conservative approximation, we merge Case 3 and

4 by also letting λr (z) = 0 in Case 3. This is indeed conservative in the sense that it

increases P soL
out since removing potential receivers encourages neighboring L-STxs to be

active, which eventually acts as harmful interference to L-oSRxWo of interest. We let

Co = [rps + ds, so) and No = [so,∞). These two sets correspond to the conservatively

chosen sets denoting the inside and outside coverage of PTx where potential STxs

can be located. Then, there are no hidden PTxs, which is guaranteed by our choice

of rLd . We have following observation.

Fact 9. Let P soL
out (d) and P

siL
out (d) be the conditional outage probability of an L-oSRx

and L-iSRx at distance d to their nearest PTxs respectively. Then, we have P soL
out (x) ≤

P soL
out (y) and P

siL
out (x) ≤ P siL

out (y) for any x ∈ Co and y ∈ No.

Intuitively, this is explained by the fact that for y ∈ No there are more potential

active L-STxs giving harmful interference to L-oSRx Wo than the case where x ∈ Co
since the absence of PRxs encourages L-STxs to be active. That is, we have that

1 {To (x,Πr)} ≤st 1 {To (y,Πr)} for Πr, and any x ∈ Co and y ∈ No, where ≤st

denotes a stochastic dominance relation. Same argument applies in the indoor case.

Remark 4.15.1. For a L-iSRx Wi and associated L-iSTx Zi, we can make a similar

argument. Then, we have Ii
z = Ii

z (Πp) ≡
{
x ∈ R2| ‖z − x‖ ≤ risp (‖x− δx (Πp)‖)

}
,

Ti (z,Πr) = {Ii
z ∩ Πr = ∅}, Ci = [rips + ds, si), Ni = [si,∞), where si is the unique

solution of si + roiss + risp (dp) = dp.
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(a) By conditioning PRx Y at distance d to its near-
est PTx X , we have no PTx in shaded region b (Y, d). A
PRx Y can be interfered by potential E-oSTxs in hatched
region K1 = b (Y, rsp) \b (X, rd) or E-iSTxs in hatched
region K2 = b

(
Y, risp

)
\b
(
X, rid

)
. The activity of poten-

tially harmful E-iSTxs and E-oSTxs are affected by sur-
rounding PTxs, e.g., E-oSTx z is active only when there
is no PTxs in b (z, rd).

(b) By conditioning PRx Y at distance d to its nearest
PTx X , we have no PTx in shaded region b (Y, d). A PRx
Y can be interfered by potential E-oSTxs in hatched re-
gion K3 = b (Y, rsp) \b

(
X, rEd

)
or E-iSTxs in hatched re-

gion K2 = b
(
Y, risp

)
\b
(
X, rEi

d

)
. The activity of potential

E-iSTxs and E-oSTxs are affected by surrounding PTxs,
e.g., E-oSTx z is active only when there is no PTxs in
b
(
z, rEd

)
.

Figure 4.9: PTx X and PRx Y were shown with E-STxs using signal energy detec-
tion method. Left figure corresponds to the case with detection radius considering
only outdoor devices in Section 4.4.1 and right figure corresponds to the case with
conservative detection radius in Section 4.4.2.152



Figure 4.10: Conditioned that there are no PTxs in b (Zo, rd) (⊃ b (Wo, rps)), a G-oSRx
Wo can be interfered by potential G-oSTx in b (Wo, r

oo
ss) or G-iSTxs in b (Wo, r

io
ss).

Their activities are determined by surrounding PTxs in b (z, rd) for both G-oSTxs
and G-iSTxs.
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Figure 4.11: Conditioned that there are no PTxs in b (Wo, so)
(
⊃ b

(
Zo, r

L
d

))
, a L-oSRx

Wo can be interfered by potential L-oSTx in b (Wo, r
oo
ss) or L-iSTxs in b (Wo, r

io
ss). Their

activities are determined by surrounding PTxs, e.g., PTxs in b
(
z, rLd

)
for a L-oSTx

at z and PTxs in b
(
z, rLid

)
for a L-iSTx at z. But, no PRxs outside of coverage and

rooss + rLd < so in our scenario guarantee that all harmful L-STxs are active.
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Figure 4.12: A PTx X is located at (-20000,0) and L-oSTx Zo is located in the the
origin. The PIA of the L-oSTx Zo is drawn as shaded region. The inner and outer
discs given as Iol

Zo
= b (O, rsp (‖X − a‖)) and Iou

Zo
= b (O, rsp (‖X − b‖)) respectively

can be used to compute an approximated area of the PIA. The leftmost and rightmost
point of the PIA are denoted as a and b in the figure.
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(a) Case 1 : If d <
rps, a PRxWo is al-
ways interfered by
PTx, so this is not
the case of interest.

(b) Case 2 : If
rps + ds ≤ d < so,
λr (x) is con-
stant for all
z ∈ ∪x∈b(Wo,rooss )

Io
x.

If d = so, then,

b
(

z, rsp

(
so+rooss
1−γ

))

contacts with
b (X, dp).

(c) Case 3 : If so ≤
d < s′o, λr (z) is not
uniform.

(d) Case 4 : If s′o ≤
d, λr (z) is uniform as
0. If d = s′o, then,

b
(

z, rsp

(
s′o−rooss
1+γ

))

con-

tacts with b (X, dp).

Figure 4.13: The PTx coverage b (X, dp) is partially shown as an dotted arc and
hatched circle b (Wo, r

oo
ss) denotes a region where potentially harmful L-oSTxs to L-

oSRx Wo can be located. For a L-oSTx z ∈ b (Wo, r
oo
ss), a PIA Io

z is drawn with solid
thick line. Shaded region denotes a region where λr (x) > 0. In a non-shaded region
inside Iz, we have λr (x) = 0. There are four cases to consider depending the value
of d. Case 3 can be merged with Case 4 by assuming λr(z) = 0 in Case 3. Figures
were drawn for a L-oSRx only. For a L-iSRx rps, rsp, r

oo
ss , and so should be replaced

with rips, r
i
sp, r

oi
ss and si. respectively.
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Chapter 5

Conclusion and Future Work

5.1 Conclusion

In this dissertation we considered ad hoc wireless networks where nodes share the

same spectrum to communicate with neighboring nodes. In such networks, the broad-

cast nature of the wireless medium induces interactions among nodes; strongly inter-

actions among close-by nodes through contention and weak ones among far away

nodes through interference. The interactions make their performance spatially corre-

lated, and this makes it hard to analyze the overall system performance. In our work,

we used models borrowed from spatial point process theory to capture the subtle

spatial dependencies among nodes and the resulting network performance.

More specifically in Chapter 2, we considered an ad-hoc network where nodes share

a given spectrum resource. We propose two channel-aware CSMA protocols, namely

O-CSMA and Q-CSMA, and evaluated their spatial reuse and fairness characteristics.

We showed that Q0-CSMA, which relies only on quantile-based scheduling, was a more

robust solution to extract opportunistic gain from channel variations. The robustness

comes from the combination of multi-user diversity and the coupling between channel

gain and timer values. This MAC has little additional complexity, and thus is a

more attractive choice from an engineering perspective than O-CSMA. Although, the

performance of two protocols was evaluated assuming collision-free timers and full

channel-status feedback, we expect that the performance gains from the opportunistic

operation will be significant relative to the loss due to the overheads required for such

operation.
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In Chapter 3, we considered spectrum sharing between nodes in two different net-

works: that is, primary (licensed) and secondary (unlicensed or cognitive) nodes

coexist on a shared spectrum band. We showed how the spatial reuse of primary and

secondary network depends on system design parameters such as transmit power, sig-

nal energy detection threshold (or physical carrier sensing threshold), and decoding

SINR threshold. We showed that we can significantly increase the spatial reuse of

the secondary network simply by optimizing the design parameters, suggesting some

practical engineering rules of thumb.

In Chapter 4, we considered cognitive networks in heterogenous environments with

added uncertainties. Three different white space detection techniques with different

degrees of RF-environment awareness were evaluated in terms of the achievable joint

network capacity region. Our focus was on quantifying the impact of additional infor-

mation such as the geographical locations of transmitters or the existence of primary

receivers, which can reduce the uncertainties in the environment and thus improve

the spatial reuse of cognitive networks. Among the detection techniques we consid-

ered, the geo-positioning-assisted detection technique is getting more attention as a

practical approach since a recent rule change by FCC on white space detection re-

quirements; cognitive devices incorporating geo-location/database access techniques

do not need to perform signal energy detection. However, we found that further im-

provements can be achieved by taking advantage of an “idling” area which is covered

by primary transmitters but not used by primary receivers; our work shows that a

receiver-location-aware technique can substantially improves the spatial reuse. These

results provide insights to policy makers as well as system designers on how to build

rules and systems to better utilize shared spectrum.

5.2 Future Work

Collision and feedback in an ad-hoc network. In Chapter 2, we considered

CSMA protocols without collisions during contention resolution and errors in chan-
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nel status feedback. However, most practical distributed MAC protocols experience

collisions due to the limited resolution of timer values and signal propagation delay.

Thus, it is worthwhile to explore the impact of collisions on the performance of ad-

hoc networks, and tradeoff between performance and the required overhead. Perhaps,

more critically, we assumed that channel quality information is always available to

transmitters from their associated receivers. However, such feedback is often unreli-

able and incurs an overhead in practice. In particular, in an ad-hoc network when the

locations of nodes (or network topology) are not controllable, the reliability or over-

head depend(s) heavily on the locations/density of neighboring nodes and the amount

of interference generated from neighboring nodes. Thus, it would be of interest to

study the impact of channel feedback with errors on spatial reuse.

Spectrum sharing from a temporal reuse perspective. In Chapters 3 and 4,

we considered the performance of cognitive networks from a spatial reuse perspec-

tive. As future work, it would be worthwhile to consider cognitive networks from a

temporal reuse perspective. For example, in a scenario where two service providers

make contracts with a (physical) network provider, one can build a resource shar-

ing mechanism which divides the network’s resources amongst them. The sharing

mechanism will depend on the type of shared link (downlink or uplink), the service

requirements, and the contracts. In such a setting, it would be interesting to explore

how the sharing requirements should be structured and how such contracts affect the

network’s performance.
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