
 

 

 

 

 

 

 

 

 

Paper Critique : Answer each briefly in about 1-3 sentences. 
 

1. What are the main messages of this paper? (List 2-3 messages as bullet points. No more 
than 1 sentence on one message) 
 
 
 
 

2. What type of architectures are used as the background of this paper? (eg: RISC/CISC, 
scalar, superscalar, in order, out of order, SIMD, MIMD, multicore, heterogeneous, …) 
 
 
 
 

3. List new terms that you were introduced to in this paper? 
 
 
 
 

4. What is the performance evaluation methodology used in the paper? 
 
 
 
 

5. What are the workloads/benchmarks used in the paper? 
 
 
 
 

6. What is the most interesting reference that is in the Reference section of the paper? 
 
 
 
 

7. What is something that is presented convincingly in the paper? Why do you say so? 
 
 
 
 

8. What is something that you are not so convinced? Why do you say so? 
 
 
 
 

9. List any terms in the paper that were not clear/understandable. 
 



 

 

 

 
 
 

10. What are flaws of the performance analysis methodology in this paper? 
 
 
 
 

11. What are ways to improve the performance  analysis in this paper? 
 
 
 
 

12. What is the most important thing that you learned from this paper? (1-2 sentences) 

 


	scalar superscalar in order out of order SIMD MIMD multicore heterogeneous: The used a Sun UtlraSPARC-III, an in-order superscalar RISC processor.
No particular architecture is necessary for SPEC but the purpose of the memory limits in SPEC 2006 was to ensure that it could run on machines with only 1 GB of memory which is an improvement from 2000 but more than resonable for machines of the time.
	3 List new terms that you were introduced to in this paper: Virtual Size, Resident Set Size, Working Set Size and Core Working Set Size were new terms but were really just formal names from concepts I didn't know the right term for.
	4 What is the performance evaluation methodology used in the paper: Checked how much of the programs data was touched over the course of a billion memory operations which are estimated to take a few seconds (5-10) to accumulate in order to calculate the Working Set SIze.  Core working set size are those blocks that are repeatedly found in the working set size at each point of the program's execution.
	5 What are the workloadsbenchmarks used in the paper: SPEC 2006 integer and floating point benchmarks.
	6 What is the most interesting reference that is in the Reference section of the paper: Suleyman Sair , Mark Charney , Memory Behavior of the SPEC2000 Benchmark Suite (2000) appears to be somewhat of an inspiration for this study since they descrbe the memory footprint of the 2000 benchmarks.  It was also interesting that they study how cache configuration impacts performance.
	7 What is something that is presented convincingly in the paper Why do you say so: They very clearly showed the increase in memory footprint between the sets of benchmarks.  There didn't appear to be a need to make any special changes or configurations to accomidate either set so it seems clear that they were measuring the same property both times.
	8 What is something that you are not so convinced Why do you say so: The way they measure memory footprint doesn't seem like the best way to determine how much stress is on the memory.  Page fault rates for various memory sizes seems like a more useful measurement even if its influenced by operating system factors.  Theres a huge difference between two programs in how they stress memory if one repeatedly reads and writes back large numbers of pages (even if they are the same sets of pages) then one that has a large data set but only pulls them in once.  A program could have a total memory footprint of about 1 GB put more stress on a 1 GB memory then a 4 GB footprint program if the 1 GB program has to writeback everything it reads in and has to run through the data set multiple times.
	9 List any terms in the paper that were not clearunderstandable: The new terms introduced were clearly defined and not that hard conceptually.
	10 What are flaws of the performance analysis methodology in this paper: While I am convince that 2006 stresses the memory more, it is less clear whether the increase is sufficient high to be representative of programs of the time.  As stated above, it is unclear whether their measure gives an accurate enough description of how much the program stress memory Also UltraSPARC-III was less than a GHZ machine which would be appropriate for 2000 but a few generations back for 2006.
	11 What are ways to improve the performance  analysis in this paper: I think that a measure of page faults would be very useful for ensuring a correlation between larger memry footprints and higher pagefault rates for sufficiently small memory.  If the benchmarks are explicitly designed to have no pagefaults except for first bringing in the program then that seems like it is not entirely representative of the systems performance.  Also I would have liked to have seen a confirmation of the cache configuration results from the 2000 paper but that may be entirely new paper to itself.
	12 What is the most important thing that you learned from this paper 12 sentences: The memory footprint of the SPEC 2006 programs was much smaller than expected.  It seems more than possible for a modern desktop to hold all of the benchmarks in memory at the same time which suggest that 8 years later they may not be very representative of how modern programs stress memory.
	than 1 sentence on one message: SPEC 2006 met its goal of increasing the memory footprint of its benchmarks compared to SPEC 2000.
Most SPEC 2006 (FP and Integer) benchmarks use over 64MB of memory with a maximum around 1 GB.
Few benchmarks use less than 8 MB of memory.


