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Memory usage 

1. Minimum and Maximum memory used

2. Sensitivity to page sizes

3. 4K, 64K, 16M  

4. 16GB also supported by AIX but not studied 

5. AIX 5L V5.3

6. IBM System p5 with POWER5+ processor

7. Memory criterion for SPEC CPU 2005 selection

8. 95% mem consumed in the code submitted

9. Less than 900MB in 32-bit mode



IBM POWER 5+ 

Speculative superscalar processor 

OOO (Out of order) capabilities

1 fetch unit, 1 decode unit

2 load/store pipes, 2 fixed-point pipes

2 floating point pipes

2 branch execution pipes

Fetch-width

8 instrns per cycle

Dispatch/Complete

5 instrsn per cycle



IBM POWER 5 

It’s a multicore chip

2 processor cores per chip

Cache size for local per core L1 caches

64KB – I; 32 KB- D

FIFO replacement

Store-through write policy to L2

Unified, shared 1.9MB L2 cache 

36 MB L3 cache

Communication between L2, L3 & other POWER5s

Done by Fabric controller



IBM POWER5 MMU

TLB, SLB, ERAT

TLB - Translation Look-aside Buffer

SLB – Segment Look-aside Bufer

ERAT – Effective to Real Address Table

SLB and TLB are searched only when ERAT cannot 

accomplish the translation

SMT processor

Simulataneous Multi-threading – multiple hardware 

threads can run simultaneously

But CPU2006 is single-threaded







POWER5 PMU 

PMU – Performance Monitor Unit

2 dedicated registers that count

a.Instructions completed b. cycles

4 programmable registers that can count

4 out of 300+ hardware events from CPU or 

memory





AIX Support for Multiple Page 

Sizes 

4 different page sizes supported by AIX 5L V5.3

AIX allocates a boot-time determined number of 

4KB and 64KB pages for various segments

3 regions of address space

Text, data, stack

Kernel uses 64KB pages for shared library segments

4KB and 64KB are supported for all 3 regions

16MB supported for text and data regions only

AIX has a command called vmo to enable large 

pages



Multiple Page Size Support 

3 ways to bind a page size to an executable 

Linker options to tag the executable

Linker tool to tag the executable

Environment variables

Superpages very common these days (even 1TB)

It is important to understand page behavior in 

presence of superpages

Counter support exists in most archs



Data Collection 

OS commands like svmon and perf-counters used

Elapsed run time (fixed counter)

Speed-run

As opposed to rate–run

Speed-run – means single threaded run

Rate-run means multiple copies of the typically 

single-threaded SPEC cpu programs

Snapshot of text, data and library regions every 

second using svmon

Svmon results for maximum and average memory 

usage (MB)

















Finding a Single Number to 

indicate Performance of a 

Benchmark Suite

Lizy Kurian John
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AM, GM, HM
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Example illustrating Arithmetic Mean doesn’t 

correctly summarize Speedup

Speedup Speedup

M1 time M2 time M1 over M2M2 over M1

P1 1 10 10 0.1

P2 1000 100 0.1 10

AM 5.05 5.05

GM 1 1

Normalizing wrto M1 says M2 is 5x faster 

normalizing over M2 says M1 is 5x faster.

What’s wrong with AM?



GM is consistent irrespective of which 

machine was used as reference

Speedup Speedup

M1 time M2 time M1 over M2M2 over M1

P1 1 10 10 0.1

P2 1000 100 0.1 10

AM 5.05 5.05

GM 1 1

But is GM correct?



GM is consistent but consistently wrong

Speedup Speedup

M1 time M2 time M1 over M2M2 over M1

P1 1 10 10 0.1

P2 1000 100 0.1 10

AM 5.05 5.05

GM 1 1

Why?

Compare execution times



GM is consistent but consistently 

wrong
Speedup Speedup

M1 time M2 time M1 over M2M2 over M1

P1 1 10 10 0.1

P2 1000 100 0.1 10

AM 500.5 55 5.05 5.05

GM 31.622776631.6227766 1 1

Based on execution times, which machine is 

faster? 

Is AM correct or GM correct for exec times? AM
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Weighted means
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• Standard definition of 

mean assumes all 

measurements are equally 

important

• Instead, choose weights to 

represent relative 

importance of 

measurement i
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What makes a good mean?

• Time–based mean (e.g. seconds)

– Should be directly proportional to total 
weighted time

– If time doubles, mean value should 
double

• Rate–based mean (e.g. operations/sec)

– Should be inversely proportional to total 
weighted time

– If time doubles, mean value should 
reduce by half

• Which means satisfy these criteria?
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Arithmetic mean for times

• Produces a mean value 

that is directly 

proportional to total time

→ Correct mean to 

summarize execution time
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Arithmetic mean for rates

• Produces a mean value that is 

proportional to sum of inverse 

of times

• But we want inversely 

proportional to sum of times
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Arithmetic mean for rates

• Produces a mean value that is 

proportional to sum of inverse 

of times

• But we want inversely 

proportional to sum of times

→ Arithmetic mean is not

appropriate for summarizing 

rates 
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Harmonic mean for times

• Not directly 

proportional to sum of 

times
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Harmonic mean for times

• Not directly proportional 

to sum of times

→ Harmonic mean is not

appropriate for 

summarizing times  
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Harmonic mean for rates

• Produces 

(total number of ops) 

÷ (sum execution times)

• Inversely proportional 

to total execution time

→ Harmonic mean is 

appropriate to 

summarize rates
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Geometric mean

• Correct mean for averaging normalized 

values or ratios, right?

• Used to compute SPECmark

• Good when averaging measurements with 

wide range of values, right?

• Maintains consistent relationships when 

comparing normalized values

– Independent of basis used to normalize

But we saw it is consistently wrong
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Geometric mean for times

• Not directly proportional 

to sum of times
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Geometric mean for times

• Not directly proportional 

to sum of times

→ Geometric mean is not

appropriate for 

summarizing times
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Geometric mean for rates

• Not inversely 

proportional to sum of 

times
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Geometric mean for rates

• Not inversely 

proportional to sum of 

times

→ Geometric mean is not

appropriate for 

summarizing rates
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Geometric mean for ratios

• Does provide consistent rankings

– Independent of basis for normalization

• But can be consistently wrong!

• Value can be computed

– But has no physical meaning
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Summary of Means

• Avoid means if possible

– Loses information

• Arithmetic

– When sum of raw values has physical meaning

– Use for summarizing times (not rates)

• Harmonic

– Use for summarizing rates (not times)

• Geometric mean

– Not useful when time is best measure of perf
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Geometric mean is correct for things with 

multiplicative relationships

• Prof. Harvey Cragon’s architecture book

• Consider a 3-stage amplifier

• Amplifier 1 has stage gains of 2,3,6

• Some design change makes the gains 

increase to 3,4,7

• What is the gain improvement per stage?

• G.M. of 3/2, 4/3, and 7/6 = 1.326 or 32.6%









Many books write that GM is correct 

for ratios but that is incorrect

Speedup Speedup

M1 time M2 time M1 over M2M2 over M1

P1 1 10 10 0.1

P2 1000 100 0.1 10

AM 500.5 55 5.05 5.05

GM 31.622776631.6227766 1 1



Lot of Bad Press for AM but…. 

Speedup Speedup

M1 time M2 time M1 over M2M2 over M1

P1 1 10 10 0.1

P2 1000 100 0.1 10

AM 500.5 55 5.05 5.05

GM 31.622776631.6227766 1 1

Is AM correct or GM correct for exec times?

AM



GM is consistent but consistently 

wrong
Speedup Speedup

M1 time M2 time M1 over M2M2 over M1

P1 1 10 10 0.1

P2 1000 100 0.1 10

AM 500.5 55 5.05 5.05

GM 31.622776631.6227766 1 1

Can you imagine any situation in which GM is 

correct?




